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The absorption of sound in air represents one of the main problems of the scale model measurements.
This absorption, especially at higher frequencies, is considerably greater than the value determined by
the law of acoustical similarity between the full scale and the scale model. Different alternatives are
applied for compensation of the excess air absorption including a numerical compensation. In this paper,
a modified approach to numerical compensation is proposed. It is based on compensation of the sound
decay only, and not background noise. As a consequence, there is no an increase of background noise in
the compensated impulse response. The results obtained by the proposed procedure are compared to the
corresponding ones obtained by the other procedures.
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1. Introduction

Significant improvement in computer simulations
of an enclosure acoustics (Bork, 2005; Alpkocak,
Sis, 2010) has not superseded the scale models. They
can be considered to be a complement to other tools
applied for an enclosure analysis and design from an
acoustical point of view (see, e.g. Carvalho, Silva,
2010;Kosała, 2011). Thus, the scale models still have
a very special position in practice (Gade, 2007). Some
applications are described in the literature (Xiang,
Blauert, 1993; Boone, Braat–Eggen, 1994; Pi-
caut, Simon, 2001; Ismail, Oldham, 2005; Picaut
et al., 2005).
Usage of the scale model yields some specific bene-

fits, but also introduces certain problems. One of them
is related to the measurements in the models, or more
specifically, to the absorption of sound in air (Boone,
Braat–Eggen, 1994; Picaut, Simon, 2001; Ismail,
Oldham, 2005; Picaut et al., 2005). This problem is
especially important at high frequencies that are actu-
ally used in the models due to the fact that the absorp-
tion increases with frequency. There have been several
alternative solutions to the air absorption. The alter-
native that has recently attracted an increased atten-

tion is a numerical compensation (Boone, Braat–
Eggen, 1994; Picaut, Simon, 2001; Ismail, Old-
ham, 2005; Picaut et al., 2005; Polack et al., 1989;
1993;Akil et al., 1994). Apart from the important ad-
vantages, this compensation shows certain drawbacks
and limitations. Some of them are caused by the in-
crease of background noise (Polack et al., 1989; 1993;
Akil et al., 1994). In order to eliminate this artifact
of the compensation, a modified approach to the nu-
merical compensation is proposed and analyzed in this
paper. Its efficiency is tested, and the results are com-
pared to those obtained by the other procedures.

2. Air absorption in scale model

Application of a scale model implies that certain
rules defined by the laws of acoustical similarity have to
be fulfilled (Xiang, Blauert, 1993; Picaut, Simon,
2001;Polack et al., 1989). In this way, it is possible to
have the sound field in a scale model identical or similar
to the field in the full scale enclosure (space). The rules
are related to the lengths, time, and frequency, but
also to the absorption of sound in the fluid (air) filling
the model and full scale. Thus, the air absorption in
the model, αm, should be S times greater (S is the
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scale factor) than the absorption in the full scale, α, at
the corresponding frequencies, f , (Xiang, Blauert,
1993; Polack et al., 1989)

αm(Sf) = Sα(f). (1)

During sound propagation through the air, it is ab-
sorbed (attenuated) as a result of two different mecha-
nisms: classical and relaxation effects (Bass, Bauer,
1972; American National Standards Institute [ANSI],
1995). The most important factors of the air absorp-
tion become more significant at higher frequencies and
for longer propagation distances. This is why the ab-
sorption is increased with an increase in frequency and
propagation time.
The absorption of sound in air can be quantified by

the attenuation coefficient (giving the pure-tone sound
attenuation in dB/m caused by the air absorption) ex-
pressed as (ANSI, 1995)
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where A and B are the constants equal to 0.01275 and
0.1068, respectively, pr and Tr are the reference air
pressure and temperature, pa and T are the air pres-
sure and temperature in the model, while frO and frN
are the vibrational relaxation frequencies for oxygen
and nitrogen, respectively.
The air absorption (sound attenuation) in a model

is usually greater than required by the similarity law
(Xiang, Blauert, 1993; Picaut, Simon, 2001; Po-
lack et al., 1989; 1993), Eq. (1). This excess of air
absorption can be scaled or compensated for by ap-
plying different procedures. The usual procedures are
related to filling the model by nitrogen (Gade, 2007;
Xiang, Blauert, 1993) or drying the air to about
2% of relative humidity (Gade, 2007; Polack et al.,
1989). While some authors prefer these procedures, the
others point out the procedures’ limitations (they re-
quire special equipment and can be time-consuming; in
addition, the accuracy of the air absorption compensa-
tion is not sufficient) (Picaut, Simon, 2001; Polack
et al., 1989).

3. Numerical compensation

As an attempt to overcome the limitations of the
previously mentioned procedures, an alternative proce-
dure called computer compensation was proposed more
than 20 years ago (Polack et al., 1989). This com-
puter (numerical) compensation is based on the signal

processing, where the energy response is compensated
by the fast Fourier transform (FFT) (Polack et al.,
1989). Besides, a similar procedure based upon digital
filtering of the time history of a signal has been de-
veloped (Akil et al., 1994). Since the introduction of
the numerical compensation into practice, it has been
used in a number of different applications (Boone,
Braat–Eggen, 1994; Picaut, Simon, 2001; Ismail,
Oldham, 2005; Picaut et al., 2005; Polack et al.,
1989; 1993).
Although these numerical compensation proce-

dures have offered some significant advantages, they
have introduced some additional problems and placed
some other restrictions. One of the most important
drawbacks is related to an artificial increase of back-
ground noise with time (Picaut, Simon, 2001; Po-
lack et al., 1989; 1993), as shown in Fig. 1. This rep-
resents an artifact of the numerical compensation. The
noise increase is caused by the compensation of the
whole impulse response (IR) of a scale model. How-
ever, a room IR generally consists of the sound decay
and background noise. Only the first part of the re-
sponse is modified (attenuated) by the air absorption
in the described way, and only this part should be com-
pensated for.
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Fig. 1. Illustration of an increase of background noise
caused by numerical compensation.

An approach to numerical compensation different
from the ones presented in the literature (Polack et
al., 1989; Akil et al., 1994) is proposed here. It is
based on the compensation of the sound decay part of
a scale model IR only, and not background noise. Since
in room acoustics an IR is analyzed in octave or third-
octave bands, the proposed compensation procedure
can be applied to the IR filtered in such bands. Alter-
natively, it can be applied by using short-time Fourier
transform (STFT).
The proposed procedure for numerical compensa-

tion of the excess air absorption is presented in Fig. 2.
A measured scale model IR is first filtered in octave
or third-octave bands. Then, in order to separate the
sound decay from background noise, each of these
filtered responses is truncated at the intersection of
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Fig. 2. Developed procedure for numerical compensation of excess air absorption of sound.

the sound decay and background noise (at the knee)
(Ćirić, Milošević, 2005). The truncated IR is seg-
mented by applying Hanning windows in the time do-
main with an overlap of 50%. Each segment is trans-
formed to the frequency domain by the FFT.
Based on the position of the window (segment) in

time and Eq. (2), the frequency characteristic of the
compensation filter is calculated. The window position
determines the mean time of sound propagation, that
is, the mean propagation distance for that window.
The frequency characteristic of the compensation fil-
ter is generated using the sound attenuation caused
by the air absorption, defined by Eq. (2), for partic-
ular mean propagation distance (associated with that
window), or more precisely the excess sound attenu-
ation in reference to the attenuation specified by the
similarity law. The compensation filter is constructed
to compensate this excess sound attenuation. Multi-
plication of the segment spectrum by the correspond-
ing compensation filter (its frequency characteristic)
leads to the compensated (corrected) spectrum of the
segment. The compensated segment of the IR in the
time domain is obtained by the inverse FFT. After-
wards, all compensated segments are summed together
to give the compensated sound decay part of the IR in
a particular frequency band. The proposed compensa-
tion procedure is outlined by a pseudo-code algorithm
given in Fig. 3.
The background noise part is treated separately,

and appended to the sound decay part. Three alterna-
tive solutions are proposed for background noise. Since
the numerical compensation increases the sound decay
level, especially at higher frequencies, the first alterna-
tive for background noise treatment is related to ade-
quate scaling (normalization) of the noise in each fre-
quency band. This means that the background noise

Fig. 3. Pseudo-code algorithm outlining the pro-
posed procedure for numerical compensation

(* denotes multiplication).

should be increased in such a way that its average
level is equal to the level of the compensated sound
decay at its end (alternatively to the average level of
the very last part of the decay). The second alterna-
tive for background noise treatment is to discard this
part of an IR. The third alternative is related to the
decay extension where the compensated sound decay
in every frequency band is extended so that it contin-
ues to decay until it reaches the corresponding (not



222 Archives of Acoustics – Volume 37, Number 2, 2012

0

0.2

0.4
0

20k
40k

−100

−50

0

(c)

Frequency (Hz)Time (s)

D
ec

ay
 (

dB
)

0

0.2

0.4
0

20k
40k

−100

−50

0

(d)

Frequency (Hz)Time (s)

D
ec

ay
 (

dB
)

0

0.2

0.4
0

20k
40k

−100

−50

0

(a)

Frequency (Hz)

noise

Time (s)

dec
ay

D
ec

ay
 (

dB
)

0

0.2

0.4
0

20k
40k

0

100

200

(b)

Frequency (Hz)Time (s)

region

compensation

(d
B

)
Fig. 4. Developed numerical compensation applied by using STFT: time-frequency diagram of IR with truncation curve
separating the sound decay and background noise part (a), compensation filter with the curve separating the part applied
for the compensation (compensation region) (b), time-frequency diagram of IR after compensation of the decay part only

(c), and after background noise scaling (d).

scaled) background noise level. The mentioned exten-
sion can be done by modifying the first part of the
noise to become a decaying function with the same de-
cay rate as the sound decay. This first part of noise
should be adequately scaled in order not to introduce
a discontinuity when it is appended to the compen-
sated decay. After processing of both sound decay and
background noise part, the compensated IRs from dif-
ferent frequency bands are summed together to give
the compensated broadband IR.
The proposed compensation procedure can also be

applied in a somewhat different way. Thus, instead of
bandpass filtering, a series of STFTs is successively
calculated along the broadband IR of a scale model.
In this way, a specific time-frequency diagram (STFT
spectrum) is constructed (Fig. 4a). It consists of a se-
ries of spectra looking from the frequency domain, that
is, a series of decay curves looking from the time do-
main. Each of these decay curves is processed by the
compensation procedure in a similar way as presented
in Fig. 2. So, a particular decay curve is first truncated
at the knee. Then, the numerical compensation is ap-
plied to the sound decay part using the correspond-
ing part of the compensation filter (for a particular
frequency bin) shown in Fig. 4b. As a result, a com-
pensated decay is obtained (Fig. 4c). Afterwards, the
background noise part is processed (e.g. scaled), and
appended to the compensated decay (Fig. 4d). This
procedure can be represented in a simplified way by
multiplication of the corresponding parts (decay and
compensation region) of two time-frequency matrices

(for the IR and compensation filter), shown in Fig. 4a
and Fig. 4b. The compensated broadband IR can be re-
covered from the compensated time-frequency matrix
by the inverse STFT.

4. Results

The developed numerical compensation procedure
is applied in both proposed ways (bandpass filtering
and STFT) to a number of IRs measured in differ-
ent scale models. The results for two representative
examples of the scale models (their IRs) are given in
this paper. The first one whose IR is used in Fig. 4 is
a one-tenth scale model of an irregularly shaped re-
verberation chamber with reflective walls, floor and
ceiling made of glass. Its volume is 0.24 m3, and it
represents a room with long reverberation and al-
most uniform sound pressure level distribution. The
second model whose IR is used in Figs. 5 and 6
is a one-tenth experimental scale model of a paral-
lelepiped room of dimensions 0.8 × 0.6 × 0.47 m3.
This model was developed for investigation of the in-
fluence of diffusivity, and its details can be found in
(Šumarac–Pavlović, Petrović, 2010). In addition,
the results obtained by the proposed procedure are
compared to those obtained by other two procedures
presented in the literature (Polack et al., 1989; Akil
et al., 1994) as well as by commercial measurement
software.
Typical results obtained by the proposed procedure

using bandpass filtering and all three alternatives for
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Fig. 5. Time-frequency diagrams of: IR measured in the scale model (a), IRs compensated by the proposed procedure with
noise scaling (b), decay extension (c) and noise discarding (d), IR compensated by Dirac 3.0 software (e), and IR where
only the sound decay is compensated by the developed procedure and original noise from the measured IR is appended (f).

noise processing are shown in Fig. 5. After applying the
proposed compensation procedure to the IR filtered in
third-octave bands, the compensated IRs from all fre-
quency bands are summed together, as shown in Fig. 2.
In addition, the excess air absorption is also compen-
sated using the procedure incorporated into commer-
cial software (Dirac 3.0) (see Fig. 5e).
When the developed compensation procedure is

compared to the one from commercial software
(Dirac 3.0), it can be observed that both proce-
dures change the IR, especially at higher frequen-
cies. However, there are certain differences between
the compensated responses, but also between the de-
cay curves based on Schroeder backward integration
(Schroeder, 1979), as shown in Fig. 6. Thus, in the
curves in third-octave bands obtained by the devel-
oped procedure, a difference between the decay slopes
of the compensated and original response (curve) con-
tinually increases with frequency. On the other hand,
the compensation carried out by the commercial soft-
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Fig. 6. Decay curves in the third-octave bands obtained
by the backward integration of the original IR of the scale
model with S = 10 (solid lines), IR compensated by the
developed procedure with noise scaling (dashed lines) and
decay extension (dash-dotted lines), and IR compensated
by the commercial software – Dirac 3.0 (dotted lines).
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ware is not consistent in different frequency bands. The
decay curves of such a compensated response can have
strange curvatures at the beginning, and almost the
same slope as the curves of the original response in the
major part of the decay, especially at higher frequen-
cies.

5. Discussion

As a consequence of specific time-frequency depen-
dency of the air absorption, that is, of the compen-
sation filter (gain), during the compensation greater
changes occur in the segments (parts) positioned away
from the response beginning, and at higher frequencies.
The gain of the compensation filter for the instances
coincident with the end of an IR, and for the high-
est frequencies can be even several hundreds of dBs.
This causes enormous increase of background noise if
the numerical compensation is applied to the whole
IR including background noise, as in the procedures
from the literature (Polack et al., 1989; Akil et al.,
1994). The decay of an IR of several tens of dB becomes
almost negligible to this noise increase. Such a com-
pensated IR is useless at higher frequencies, and addi-
tional processing is necessary in order to overcome the
problem introduced by the mentioned noise increase
(Polack et al., 1989; Akil et al., 1994).
One of the main drawbacks of the numerical com-

pensation procedures from the literature – increase of
background noise, does not exist in the developed pro-
cedure. However, even in this procedure, if a frequency
range of the measured IR is great (e.g. 96 kHz), and if
the IR is long enough, the maximum values of the com-
pensation filter gain can be significant in comparison to
the dynamic range of the IR. During the compensation,
the IR dynamic range is decreased, since the sound de-
cay (level) is modified by the time-frequency dependent
increase. In that regard, the compensation filter gain
directly represents a decrease in the IR dynamic range.
This weakness (limitation) caused by high sound atten-
uation represents a general weakness of any numerical
compensation procedure (Gade, 2007). Thus, for ev-
ery particular scale model, there is an upper cutoff
frequency up to which the numerical compensation is
viable. This cutoff frequency depends on the propaga-
tion distances found in the model (IR) and dynamic
range of the IR.
Adopting a certain dynamic range as a threshold

(the smallest acceptable dynamic range of the IR ob-
tained after numerical compensation), the cutoff fre-
quency can be calculated by an iterative procedure.
The highest frequency of the model IR is set to be
the cutoff frequency. Then, the dynamic range that
can be achieved after compensation is calculated based
on the actual dynamic range and compensation filter
gain (for particular length of the model IR up to the
knee) at that frequency. If the obtained range is smaller

than the adapted threshold, another frequency, lower
than the previous one, is set to be the cutoff frequency.
The procedure is repeated until the frequency is found
yielding the range achieved after compensation equal
to or greater than the threshold. This frequency is the
cutoff frequency for the adopted threshold (dynamic
range).
Applying an adequate technique for the IR mea-

surements, such as swept sine technique, and taking
care to obtain as large as possible the IR dynamic
range, the mentioned cutoff frequency can be close to
100 kHz. This implies that the frequency range (of the
full scale) is limited to about 10 kHz for a tenth-scale
model. If a model scale factor is larger, the frequency
range is further reduced. In case that such a frequency
range is not sufficient, other procedures for air absorp-
tion compensation should be applied, such as filling the
model by nitrogen (Gade, 2007; Xiang, Blauert,
1993).
Although the first two alternatives for background

noise processing, noise scaling and discarding, enable
certain important benefits (easy application, IR and
decay curves of a common shape without discontinu-
ity for noise scaling, and decay curves with larger dy-
namic range for noise discarding), they introduce some
other weaknesses, too. So, discarding of the noise part
leads to a discontinuity of an IR, that is, abrupt stop
of the sound decay. The broadband IR composed of
the narrow-band IRs of different lengths could have
a shape in form of steps, especially close to the end.
On the other hand, the noise scaling results in an artifi-
cial frequency dependent increase of background noise.
The noise is more increased at higher frequencies. In
such a way, the frequency characteristic of background
noise becomes unnatural, since the noise levels become
higher at higher frequencies. Both mentioned weak-
nesses can be overcome by the third alternative for
noise processing (the decay extension). The extension
applied here is similar to the one presented in the lit-
erature (Polack et al., 1993). Nevertheless, there are
some principal differences – an IR is truncated before
the compensation here, only the sound decay part is
compensated for, and the sound decays until it reaches
the original noise level existing before the compensa-
tion. By applying the decay extension, instead of noise
scaling (increase) or discarding, the noise level remains
the same.

6. Conclusions

The modified procedure for numerical compensa-
tion of the excess air absorption is presented. It can be
applied in two ways – by using bandpass filtering and
STFT. This procedure differs from the ones presented
in the literature, since only the sound decay part of
the IR is compensated for and not background noise.
In this way, one of the main drawbacks of the numeri-
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cal compensation related to background noise increase
is eliminated. Two noticed weaknesses of the proposed
procedure (unnatural increase of background noise at
higher frequencies, and possibly small dynamic range
of the compensated IR at higher frequencies represent-
ing a general weakness of numerical compensation) can
be mitigated by the decay extension. The broadband
IR compensated by the proposed procedure can be
used for both evaluation of acoustic qualities of audi-
toria and auralisation with certain limitations related
to the frequency range (scale factor).
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