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The paper presents the problem of signal degradation ingbdgised voice transmission
and its influence on the voice recognition correctness. Titeriet is evolving into univer-
sal communication network which carries all types of trafficluding data, video and voice.
Among them the Internet telephony, namely VoIP is going tab@pplication of a great im-
portance and that is why it is so important to assess how fapeonditions and distortions
of the Internet transmission (speech coding and most ofaaket loss and delay) can influ-
ence speaker recognition problem. The Gaussian Mixtureeldodassification, the feature
extraction, the Internet speech transmission standarmishensignal degradation methodol-
ogy applied in the tested system were overviewed. The exjeits carried out for two most
commonly applied encoders (G.711 and G.723) and three netuemditions (poor, average
and with no packet loss) revealed a minor significance of &uket loss problem in the tested
text-independent system.
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1. Introduction

The Internet is evolving into a universal communication network and ibigemm-
plated that it will carry all types of traffic, including voice, video and datanong
them, telephony, namely VolP (Voice over IP) is an application of a gneadrtance.
The automatic, objective speaker identification and verification probleass partly
solved for transmission over traditional PSTN networks (Public Switchetdphone
Network). It is also important to assess how specific conditions and tiistsrof the
Internet transmission (like packet delay and loss) can influence tlakespeacogni-
tion problem. Gaussian Mixture Models (GMMs) are dominant classifiensoima-
days text-independent speaker recognition [2, 4] and is used asdagprobabilistic
model for multivariate densities. GMM-based systems have been applied annual
NIST (National Institute of Standards and Technology) Speaker Rdéttmy Evalua-
tion (SRE), which has produced the state-of-the-art performanic€té advantages of
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using a GMM are that it is computationally inexpensive and based on a wedlrstood
statistical model. What is the most important for text independent taskatigitnGMM
is insensitive to temporal aspects of speech, modelling only the undedigtrgpution
of acoustic observation from a speaker [2].

2. Voice transmission over Internet

The voice degradation during the VoIP transmission appears on theds: lagous-
tics, coding and packet transmission. Selecting a codec is an essenbé&mrfor
speech transmission. The codec converts analog voice signal to a didittzgtream
at one end of the channel and returns it to its analog state at the other [6].

Table 1. Characteristics of speech codecs used in packet networks.

Codec Type Bit rate Frame size| Total delay
G.711 PCM 64 kbps Depends on
G.726 ADPCM 32 kbps packet size
G.729 CS-ACELP 8 kbps 10 ms 25 ms
G.729A CS-ACELP 8 kbps 10 ms 25 ms
G.723.1 MP-MLQ 6.3/5.3 kbps 30 ms 67.5ms
GSM.EFR ACELP 12.2 kbps 20 ms 40 ms

Table 1 shows typical voice over IP codecs [6, 9]. The G.711 codedides a
high quality connection with the PCM (pulse code modulation) coding. It is\@wa
form codec which operates at 64 kbps and which packet size is seagrlffor 20 ms
packetization the delay is 20 ms). The G.726 codec is also a waveforet eduich
also has the packet size set arbitrarily. It reduces the data rate ddegthe quality)
and uses the ADPCM (adaptive differential pulse code modulation)b&tr above
codecs the processing delay is negligible and the main delay associatedenittetbf
them is the packetization delay. This is equivalent to the packet length whicuis
ally from 10 to 40 ms. The CELP (code excited linear predictive) codexbased on
the acoustic model of the vocal tract during the speech production whaktes the
transmission with a lower data rate possible (typically from 4 to 16 for telgphppli-
cations). Therefore CELP codecs create more delays than waveta®as. The G.729
is the 8 kbps codec with good delay characteristics (due to a short fiamdedccept-
able voice quality. The G.729A has a reduced coding complexity and idéddcoding
with the equivalent voice quality in comparison to the above. The G.728léxcbased
on multi-pulse maximum likelihood quantization is applied in bandwidth limited trans-
mission channels. The GSM.EFR is a wireless codec which uses a 2amms igngth.
Beside speech coding, the quality of VoIP is determined mainly by pacéetlod de-
lay. If a packet is lost the quality degrades and on the other hand, ifkepaelay is too
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high and misses the playout buffer, it leads to a late loss. If a packet isrlbas a large
delay, the next one is also likely to do so. The end-to-end packet dédayk@mown as
latency, includes time taken to encode the sound as a digital signal, the sjgnatiey
through the network and the regeneration of it as a sound at the regeivih Descrip-
tions of the components contributing to the end-to-end delay are presefiaole 2. In
the IP network packets travel independently and they are interspeitbeplekets from
other network traffic along the way. There are two ways of a packetfisd, they can
be lost at network nodes because of an over-flow in the buffer auseca congested
router discards them. Second, packets can be delayed if they takesatontg causing
that they can arrive after the prescribed delay and lose their turn.

Table 2. Types and causes of packet delays.

Delay sources Ranges Description
Transmission 1-100 ms for terrestrial; From short local propagation delays
Delays ~300 ms for geostationary satellite to longest around globe

Sender Delay

Includes encoding and packetization delay,

Codec 2-100 ms for single IP hop, one frame per packet

PLC, noise suppression, silence

Other DSP 0-30 ms suppression, echo cancellation

Receiver Delays

Delay for jitter 1-20 ms Depends on utilization and whether
buffer congestion control is used

Multiple frames 10-60 ms Time of additional frames beyond one
per packet

Interleaving 5-90 ms Depends on size of frames and packets

Studies on the distribution of the packet loss on the Internet [1, 5, 6]d@wduded
that this process could be approximated by Markov models. The two $d®V
model, also known as the Gilbert model (Fig. 1) is used most often to reaite tem-
poral loss dependency. In Fig.is the probability that the next packet is lost, provided

Fig. 1. Gilbert model
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that the previous one has arriveds the opposite antl— ¢ is the conditional loss prob-
ability. A more generahth-order Markov chain can also be used for capturing depen-
dencies among events. The next event is assumed to be dependeatasin events,

S0 it need®™ states. Usually it is enough to use up to six states but sometimes it can
be 20 to 40. In the Markov model all the pasevents can affect the future whereas in
the extended Gilbert (the Gilbert model is a special case of the exteritteat@odel
whenn = 2) model only the past consecutive loss events can do. That is why it does
not fully capture the burstiness or clustering between the loss and ingedistance
metric. ILD (inter-loss distance metric) can be used to prevent it.

3. Speaker recognition system

The classical speaker recognition system consists of two main presedeature
extraction and classification. The MFCC (Mel Frequency Cepstralficisefts) param-
eterization method was chosen [2]. The speech signal is first preesizeld to enhance
the high frequencies of the spectrum. After windowing with the Hamming avinthe
signal’s fast Fourier transform (FFT) is calculated. Finally the modufusHT is ex-
tracted and the power spectrum is obtained. To realize the smoothing e gave-
lope of the spectrum in an auditory scale (similar to the frequency scalbwhan ear)
we multiply the spectrum by the Mel scale filterbank. After obtaining the saplesitive-
lope in dB as a final step of parameterization procedure the cosinetdisemesform is
performed and yields cepstral coefficients. Such received p#eesnesctors are given
to the classification procedure. The GMM [2, 4, 8] belong to statistical ndstbbclas-
sification. ForD-dimensional feature vectos, the mixture likelihood density function
is defined as a weighted linear combinatioméfunimodal Gaussian densitipgx):

M
p(X|A) = wipi(x). 1)
=1

Each density is parameterized byax 1 mean vectop,; andD x D covariance matrix
i
1 s y—1
(X)) = = —(1/2) (%) T (X )
i) = Goybrm i ' 2)

The mixture weightsu; satisfy the constraint:

M
Zwi = 1. 3
i=1

Given a collection of training vectors, maximum likelihood model pararseies esti-
mated using the iterative expectation-maximum (EM) algorithm [8]. The Ejdrahm
iteratively refines the GMM parameters to monotonically increase the likalibbthe
estimated model. Under the assumption of independence feature vectors, the log-
likelihood of modelX for a sequence of feature vectofs= {xy, ..., Xy} is computed
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as follows:
log p(X|A) = Zlogp X¢|A). (4)

4. Experiments and discussion

The system was tested with the SV_POL database [5, 7] which consisteesftsp
samples of 22 speakers recorded at 16 bit/48 kHz in acoustically gowfitioms (a re-
cording studio, microphone Senheiser MKE66). The speech materiatied isolated
digits and vowels, phonetically rich sentences and strings of digits. Fothestsiginal
signals were down-sampled to 8 kHz and transmitted via two types of ersciygécal
for VoIP transmission: G.711 with a-law (64 kbit/sec.) and G.723 (bi8dec.). The
process of packet loss was simulated with the two states Gilbert modelljFighere
state 0" represents the case when the packet is lost and statetien the packet is
correctly transmitted. Probabilitigsand ¢ represent going from stat®™to “1” and
from “1” to “0”. Two conditions were simulated: bad network conditiops=£ 0.25,

g = 0.4) and average network conditions £ 0.1, ¢ = 0.7) [1, 7]. The packet length
was 30 ms in both cases. In the front-end procedures of the voicgnigion system
experimentally selected feature extraction settings were used: preasimplarameter
0.95, window length of 256 samples, overlap of 128 samples and finalyefture
vector consisted of 12 MFCC parameters extracted with the bank of 2@ltaed- The
GMM classifier had 16 Gaussian densities. The number of iterations in thal§dA
rithm was set experimentally for 15. Table 3 presents speaker identificstares for
two tested speech items (“S” — phonetically rich sentences and “C” — digigsire.
credit card number) and three network conditions with no packet lessage and poor
network conditions as defined above.

Table 3. Speaker identification scores for G.711 and G.723 encodethriee network conditions.

N ket | o Average network| Poor network
Encoder 0 packetloss [%]| -~ congitions [%] | conditions [%]

ugy “cn ugp “cn wgy “c”
G.711 | 97.18 98.30 97.02 | 97.72 | 94.93 | 96.81
G.723 | 96.03 92.64 95,52 | 87.40 | 99.34 | 85.30

For both tested coding types (G.711 and G.723) packet loss doe$aubtlae iden-
tification scores. For the low bit rate encoder G.723 (5.3 kbit/sec.) théne maximum
fall of 11.51%. The scores of G.723 encoder are on average 4% kbwan for G.711.

During the second experiment the tests were carried out on a simplespeaifi-
cation system with a fixed decision-making threshold. Table 4 preserdakespeerifi-
cation scores for three speech items (“C” — digit string, i.e. creditdcavenber, “S” —
phonetically rich sentence, “D” — spontaneous utterance, i.e. dateaksys birth), two
encoders (G.711 and G.723) and three network conditions like in epibgatification
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tests (no loss, average and poor network conditions). As would betedye¢he verifi-
cation scores of the speech item “D” which is a short spontaneous witevesre the
lowest. Similarly as in identification tests, the packet loss does not decredfeation
scores significantly.

Table 4. Speaker verification scores for G.711 and G.723 encodethrfee network conditions.

N ket | % Average network Poor network
Encoder | Score o packet loss [%] conditions [%)] conditions [%)]
“c “gn “D” “c “gn “D” “«c “gn “D”

PAR | 98.46 | 83.94 | 72,50 | 95.38 | 72.60 | 65.27 | 100 89.07 | 69.11
G.711 FRR 154 | 16.05| 2750 | 4.61| 27.39 | 34.72 0 10.92 | 30.89
FAR 3.51| 3.94 6.03| 4.22| 525| 546| 13.03| 16.24 | 12.49
PAR | 88.86 | 87.00 | 69.72 | 77.99 | 66.17 | 62.70 | 92.79 | 80.48 | 75.65
G.723 FRR | 11.13 | 13.00 | 30.27 | 22.01 | 33.83 | 37.30 7.21 | 19.52 | 24.35
FAR 449 | 470 | 839| 6.22| 10.30| 10.96 | 18.27 | 25.49 | 24.04

PAR — proper acceptance rate, FRR — false rejection rate,-Ffalse acceptance rate.

The increase of proper acceptance rate for poor network conditi@aesriparison to
the average ones is due to fixed verification thresholds and shifting ditmoral prob-
ability densities, which is most noticeable for G.723 encoder. HoweweddHuction of
both network condition rates (the proper acceptance rate as well asshacaeptance
rate) give similar results for all the tested utterances, which confirms itharity of the
packet-loss problem.

5. Conclusions

The results obtained with the tested text-independent system have shoimora m
influence of the packet loss problem on both the speaker identificationesifidation
scores (this confirms the results of the authors earlier preliminary idenigfiicexper-
iments presented in [7]). The speaker verification tests of VolP trasgmisvere only
partly solved in the presented paper because only fixed-threshold tzsegnizer with
no usage of UBM (Universal Background Model [2]) was perfednBeside expand-
ing the research to other aspects of speech recognition such asrsperéieation and
authentication, the main topic of further experiments would probably be getstinin-
fluence of the packet loss on the text-dependent speaker recogiitispite the fact
that the packet loss problem does not affect the text-independegitespecognition
scores, it has probably a bigger impact on the text-dependent liioogwhich is sim-
ilar to the automatic speech recognition, more sensitive to time distortionsdinglu
packet loss) in a speech signal.
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