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Despite the growing importance of packet switching systems, there is still a shortage of thorough
analyses of VoIP transmission effect on speech and speaker recognition performance. Voice over IP trans-
mission systems use packet switching. There is no guarantee of delivery. The main disadvantage of VoIP
is a packet loss which has a major impact on the performance experienced by the users of the network.
There are several techniques to mask the effects of a packet loss, referred to as packet loss concealment.

In this study, the effect of voice transmission over IP on automatic speaker verification system perfor-
mance was investigated. The analyzed system was based on MAP-EM-GMM modelling methods. Four
various speech codecs of H.323 standard were investigated with special emphasis placed on the packet
loss phenomenon and various packet loss concealment techniques.
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1. Introduction

The popularity of automatic speaker recognition
as one of the methods of biometric human identifi-
cation, is constantly growing. The natural consumer
of this type of technology is a bank sector. The voice
biometrics is becoming supplemental to traditional se-
curity methods like password authentication. Another
potential beneficiary of voice biometrics are forensic
sciences. Forensic speaker identification experts may
use not only aural-perceptual methods but also unbi-
ased parametric analysis based on automatic verifica-
tion (ROSE, 2002; MACIEJKO, 2012).

VoIP technology is an effect of a widespread ac-
cess to the internet and continued development of
IP technologies, including wireless communication sys-
tems based on UMTS/HSPA, LTE and LTE Advanced
standards. The most important advantages of VoIP
are: lower costs of telephone conversations and possi-
bility of parallel non-audio data transmission. Accord-
ing to telecommunication market predictions, there
will be 348.5 million VoIP users by the end of 2020
and the global VoIP services market will generate rev-
enue worth US$136.76 billion (TRANSPARENCY MAR-
KET RESEARCH, 2014). These market data show that
the role of VoIP is still growing.

The effect of GSM and PSTN transmission degra-
dation on speaker verification performance was a sub-
ject of many previous studies. The majority of investi-
gations focused at evaluating the influence of additive
noise like white and colored noise as well as the in-
fluence of non-linear spectral distortions (REYNOLDS
et al., 1995; REYNOLDS, 1996). The results showed
that this type of distortions caused the degradation
of speaker verification performance. Other researchers
evaluated the influence of audio GSM codecs such as
GSM 06.10, GSM 06.20 and GSM 06.60 (BESACIER et
al., 2000; BYRNE et al., 2004). All GSM and PSTN
speech transmission phenomena lead to the decline of
the speaker verification performance. The degree of
degradation depends on transmission technology.

There is a number of reports on automatic speaker
verification systems under voice over IP conditions
(BESACIER et al., 2004; JELASSI, RUBINO, 2011), but
there are no available reports describing experiments
with different codecs in connection with various packet
loss rate and different packet loss concealment meth-
ods. Some experiments on the automatic speaker iden-
tification system for forensic purposes under packet
switching conditions have been recently carried out by
this author (MACIEJKO, 2014). The present study in-
vestigated the effect of factors related to voice trans-
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mission over packets switching system on automatic
speaker verification system. The investigated factors
include: the packet loss rate, the packet loss conceal-
ment methods, and the different voice coding methods
of the ITU-T H.323 standard.

2. Voice transmission over IP

Each telecommunication system makes up a col-
lection of transmission and switching devices. The
older telephone systems, like public switched tele-
phone network, used the circuit switching in which
two network nodes established a communication chan-
nel. When the connection was established, the full
bandwidth was guaranteed and the communication
path remained busy for the entire session duration
(JAJSzCezZYK, 2009).

Alternatively, the VoIP systems use the packet
switching. The transmission unit in a packet-switching
network is a data block called packet (PEINADO, SE-
GURA, 2006). VoIP provides the capability to break
up speech signal into small pieces (known as samples)
and place them into packets which circulate between
the terminals as a series of bits (DAVIDSON, PETERS,
2000). The packets consist of two parts: the header
and the body. The header contains, among others, the
control information such as terminals’ IP, the num-
ber of packets into which the message has been di-
vided and synchronization information. The body is
a part comprising the coded and divided speech sig-
nal. Fach packet is individually transmitted through
the network. Unlike in the case of circuit switching,
the communication path remains busy only during
packet transmission. When the packet transmission
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is finished, the path becomes immediately accessible
(JAJszozyK, 2009).

2.1. Packet loss and packet loss concealment

The IP transmission may cause many different
packet errors. Among others, the packets can be lost,
damaged or delayed. Most of the IP traffic is under
control of TCP protocol, which provides solution to
packet retransmission. However, the VoIP technology
uses UDP protocol that doesn’t provide any recovery
method. Figure 1 presents the effect of packet loss.

The investigation of packet loss phenomenon re-
veals that voice packets are lost in bursts. The packet
loss is described by a two-state simple Gilbert model
defined by SANNECK (2000) and JELASSI and RUBINO
(2011), which allows using only two parameters to de-
scribe the loss process and provides good approxima-
tion of this phenomenon (MOHAMED et al.; 2004, STA-
RONIEWICZ, 2006). One of the states (state B) repre-
sents a packet loss and the other state (state G) repre-
sents the case where packets are correctly transmitted.
Figure 2 presents example of Gilbert model based on
GILBERT (1960).
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Fig. 2. Gilbert model (source: self elaboration
based on SANNECK (2000)).
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Fig. 1. The utterance “car games are fun to play”, audio was compressed by ITU-T G.729 6.4 kbps, probability
of packets loss equals 25%, packet duration equals 20 ms (source: self elaboration).
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The probability Pgp stands for conditional loss
probability. Mean burst loss length (Dpurst) based on
SANNECK (2000) is computed as:

1
1—Ppp

Dyurst = (1)

Finally, based on Eq. (1), Pgp can be computed
as shown below (SANNECK, 2000; JELASSI, RUBINO,
2011):

1
(2)
burst

The probability of being in state B, representing
the mean loss, is denoted as unconditional loss proba-
bility (Pyz):

Ppp=1-

Py = PoPgp + PpPpp, (3)

where P; and Pp are the stationary probabilities
P+ Pg =1 and P; = Pg. Consequently, Pgp can
be expressed as:

Pz(1 - Pgp)
Zl_PZBB ] (4)

Gilbert model based on Egs. (4) and (2) is described
by MOHAMED et al., (2004):

Pgp =

The packets loss is a serious problem in signal
quality assessment. Therefore, numerous techniques of
packets loss concealment (PLC) have been developed.
Some of them are shortly explained below and pre-
sented in Fig. 3:

e repetition — the lost packet is replaced by a copy
of last received packet (MAYORGA, 2003),

e simple linear interpolation — the lost packet is
replaced by last received packet and connection
point is the averaged of the two surrounding values
so the connection between the last before the lost
and the first after the lost packets is linearly inter-
polated (PEINADO, SEGURA, 2006; IETF, 2004),

e white noise — the lost packet is replaced by the
white noise.

In practical applications, there are many other solu-
tions, some of them being much more complex. In this
paper, three PLC methods presented in Fig. 3 are be-
ing investigated.

2.2. Speech signal compression

The final effect of speech signal compression (qual-
ity and compression ratio) depends on applied codec.
Usually, higher compression causes higher quality loss

Pap = Py (5) and allows using more narrow band to voice transmis-
Dyurst (1 — Pz) sion.
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Fig. 3. Three alternative methods of packets loss concealment: a) packets loss effect without concealment, b) packets
concealment by repetition, c) packets loss concealment by simple interpolation, d) concealment by replaced by white noise
(source: self elaboration based on (MAYORGA, 2003)).
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The first standard of audio-video transmission by
TP network was defined by H.323 (RECOMMENDATION
ITU-T H.323, 2009). This standard uses many audio
codecs, of which: G.711 (codec with the highest bit
rate), G.729 (codec with medium bit rate) and G.723.1
(codec with the lowest bit rate) were investigated in
this study and are summarized in Table 1.

Table 1. Selected H.323 standard audio coders (Recommen-
dation ITU-T H.323, 2009).

Sandand | Cppresion B Comprsion [ ic
G.711 PCM 0.125 1:1 64.0
G.729 | +CS-ACELP 10 9:1 6.4
G.729 CS-ACELP 10 8:1 11.8

G.723.1 MP-MLQ 30 10:1 6.3

3. Automatic speaker verification

The task of automatic speaker verification is to de-
termine if a hypothesized test utterance Y was spoken
by a hypothesized speaker M. The general approach
to this task is to test the likelihood ratio. In automatic
systems, the similarity between the test utterance Y
and the voice of target speaker M is quantified by sim-
ilarity score, according to Bayes’ defined by:

el P(Y|M)
match score = ————-—.
P(Y[Mupwm)
The likelihood ratio match score is compared to a
threshold ¢ and in case of an excess the speaker is ac-
cepted ({0 > match score} — accept). The model rep-
resents the target speaker M which can be adapted by

(6)

using training speech. The model My gy, called uni-
versal background model (UBM) represents the entire
spectrum of possible alternatives to the hypothesized
speaker and cannot be estimated with maximum accu-
racy (REYNOLDS et al., 2000). The criteria for speaker
selection to the alternative population are for exam-
ple: quality of speech, gender and language. Figure 4
presents the exemplary application of the automatic
speaker verification based on UBM.

The main objective of an automatic verification
model is to determine the likelihood functions in the
nominator and the denominator shown on Eq. (6).
These functions depend, among others, on the spectral
features used. The current system extracts 16 MFCC
coefficients, 16 A MFCC first order derivatives and
the signal log energy. The core of the mel-frequency
cepstral coefficients is the short-term Fourier spec-
trum. The mel-frequency analysis uses filters spaced
linearly at low frequencies and logarithmically at high
frequencies. Mel-scale is related to human pitch sensa-
tion. Such signal representation captures individually
and phonetically important characteristics of speech
(DAvis, MERMELSTEIN, 1980). The MFCC signal rep-
resentation underlies the subsequent speech analysis.

The next step is the cepstral mean variance-
normalization (CMVN). This technique permits to use
recognizer even in case of a mismatch between training
and testing environment (Furul, 1981). The applied
algorithm uses the voice activity detection (VAD) and
the CMVN normalization is conducted only on speech,
non-zero frames. The VAD method is based on a 2-nd
order GMM of log energy distribution. The assump-
tion of this method is a difference between the speech
energy and the energy of non-speech frames (MARGIN-
CHAGNOLLEAU et al., 2001).
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Fig. 4. Basic building blocks of speaker verification system (source: self elaboration).
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In text-independent speaker recognition there is
no previous knowledge of what the speaker will say.
Over the past dozen years, Gaussian mixture mod-
els (GMM) have been remaining the most success-
ful method for modelling in text-independent speaker
recognition applications (REYNOLDS et al., 2000). The
GMM is based on assumption that the probability den-
sity function of some features, being defined in a mul-
tidimensional space, can be estimated with function
of combination of R unimodal densities components.
Each component represents some high level phonetic
sound (REYNOLDS, 2000). For a D-dimensional feature
vector y, the Gaussian mixture model is a weighted
convex combination of R Gaussian densities p;(y), de-
fined as:

P(y|M) = Z w;pi(y), (7)

where R is the model order, w; is the R x 1 vector
of weights of each p;(y). Each Gaussian density com-
ponent is parameterized by a mean D X 1 vector (u,),
and a D x D covariance matrix (X;). Because of an as-
sumption that MFCC feature vectors are independent,
the likelihood of appearance of a sequence of MFCC
vectors Y = {y1, y2, ..., yr} in the model represents
the target speaker M is defined as:

T
log P(Y|M) =) log P(y:|M), (8)

t=1

where model is described by statistical parameters
{u;, ;,w;}, wherei=1,..., R.

To estimate the wuniversal background model
(Mygm), the expectation maximization (EM) algo-
rithm described by REYNOLDS et al. (2000) and
REYNOLDS et al. (1995) with model order 128 is used.
The EM algorithm is an iterative algorithm for op-
timization of the model parameters. To estimate the
model M represents the target speaker, maximum
a posteriort algorithm is used where relevance factor r,
according to literature data — equals 14 (REYNOLDS et
al., 2000; 1995). MAP procedure allows to adapt the
parameters of the universal background model using
the speaker’s training speech. The relevance factor is
a way of controlling of how much data used to build
UBM should be observed in a mixture which represents
the target speaker model (REYNOLDS et al., 2000).

4. Speaker verification over IP
networks experiments

4.1. Speaker database description

The verification experiments were conducted on a
speaker database containing recordings of 38 Polish
language speakers performed with a high quality con-
denser microphone in PCM format with 44.1 kHz sam-

pling frequency and 16 bit resolution. Both the speak-
ers’ training and the test utterance were performed
on approximately 30-second long, spontaneous, pho-
netically rich sentences. Only test samples were inter-
rupted with the packet loss phenomenon. The UBM
model was trained from voice speaker database con-
taining 30-seconds long, phonetically rich sentences of
36 Polish language speakers.

The speaker database was transcoded with coders
described in Subsec. 2.2. The simulation of packet loss
was performed according to Gilbert model (described
in Subsec. 2.1). The packet loss phenomenon analyzed
at varying degrees of packet loss (between 0-25%) and
with constant value of mean burst loss length (Dpyyst)
equaled 2, which yielded the best match between ex-
pected and obtained value of loss rate, according to 30
second long speech samples. The data were bundling
into 20 milliseconds long packets. There was no syn-
chronization between bundling into packets and fram-
ing for MFCC calculation.

4.2. Results and discussion

In the automatic speaker verification system, two
types of errors are possible, namely: false alarm also
known as false acceptance and miss detection also
known as false rejection. The rate of both errors de-
pends on the threshold value which is set during ver-
ification process as shown in Fig. 4. This means that
the decision threshold is adjustable. For example, some
kind of applications may need to operate at the high
level security — possibly low level of false acceptance
rate. In such applications, the threshold needs to be
higher than, inter alia, in forensic applications where
false acceptance rate and false rejection rate should
be balanced. Therefore, automatic speaker verifica-
tion systems have many possible threshold values, the
so called operating points. Hence, a single perfor-
mance value is insufficient to represent the capabil-
ity of the system under various conditions (MARTIN,
1997). A very popular method of presenting the per-
formance is using well known detection error tradeoff
(DET) curves, showing the performance on the test
set for various thresholds. The DET curve represents
the system performance as a miss detection rate (miss
probability) in the function of false alarm rate (false
alarm probability). The following are the major fea-
tures of DET:

e plot error rates shown on both axes, giving uni-
form treatment to both types of error,

e non-linear deviate scale shown for both axes, pro-
viding better resolution of plots in the critical op-
erating region,

e functions decreasing monotonically, usually close
to linear,

e improvements in performance is shown by func-
tions moving closer to the lower left hand corner
of the plot.
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DET plots are easily readable and comparable for
various experiments under different conditions. A num-
ber of special points may be included on DET curve
(MARTIN, 1997). One of them is the equal error rate
(EER) which is a measure summarizing the perfor-
mance. This corresponds to the operating point where
FAR is equal to FRR. In Figs. 5-8 and 10, EER points
are indicated by O.

Figures 5-9 present the results of the performed
tests in the form of detection error tradeoff curves.

Figures 5-8 show detection error tradeoff charac-
teristics which represent an effect of voice transmis-
sion over IP on text-independent speaker verification
performance. The following codecs were investigated:
G.711 (Fig. 5), G.723.1 (Fig. 6), G.729 operating at
11.8 kbps (Fig. 7) and G.729 operating at 6.4 kbps
(Fig. 8). Another phenomenon examined in the study
was the influence of packets loss and the packet loss
concealment method using repetition. The results ob-
tained for various codecs may differ according to EER,
but it is possible to set some general rules that govern
all codecs subject to investigation.

The packets loss influenced verification results and
moved the critical operating region of detection error
tradeoff curves out of the left corner. This phenomenon
was apparent for all codecs examined (Figs. 5-8). For
packet loss probability Pz not exceeding 0.01, the in-
crease of EER was fractional, i.e. below 1%. In the re-
maining cases EER increase was significant, i.e. above

1%, as compared to no packet loss. For the packet
loss probability P, = 0.1, the highest increase oc-
curred when G.729 operating at 6.4 kbps was applied
(Fig. 8). The uppermost value of packet loss proba-
bility investigated in the study was 0.25. Under such
conditions G.711 and two variants of G.729 (operating
at 11.8 kbps and 6.4 kbps) yielded EER values of ap-
prox. 15% (Figs. 5, 7, 8). The result for G.723 varied
significantly, reaching 18.32% (Fig. 6). G.723 codec op-
erates at 6.3 kbps but the highest obtained EER value
was probably not the effect of a low bit rate but it was
related to the unpredictable packet loss.

For all codecs, packet loss concealment using repeti-
tion improved speaker verification performance, under
the condition that packet loss probability was higher
than 0.01. In other cases, PLC may facilitate degra-
dation of the results, as seen in Figs. 5 and 8 — PLC
applied for P,=0.01 caused EER increase to 0.01 and
0.02, respectively.

Figure 9 shows the influence of various concealment
methods on speaker verification performance for codec
G.729 operating on 6.4 kbps and constants packet loss
probability Pz = 0.25. The following PLC methods
were investigated: no concealment, repetition, simple
interpolation, white noise.

It can be seen that EER differs significantly de-
pending on the PLC method. The best result was ob-
tained for PLC applied by interpolation, yielded EER
value of approx. 11%.
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Fig. 5. DET curves for automatic speaker verification with G.711 speech
coding for varying degrees of packet loss, from 0 up to 25%, and packets
loss concealment method using repetition.
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Fig. 6. DET curves for automatic speaker verification with G.723.1
6.3 kbps speech coding for varying degrees of packet loss, from 0 up to
25%, and packets loss concealment method using repetition.
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Fig. 7. DET curves for automatic speaker verification with G.729
11.8 kbps speech coding for varying degrees of packet loss, from 0 up
to 25%, and packets loss concealment method using repetition.
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Miss probability (%)
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Fig. 8. DET curves for automatic speaker verification with G.729
6.4 kbps speech coding for varying degrees of packet loss, from 0 up
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Fig. 9. DET curves for automatic speaker verification with G.729, 6.4
kbps speech coding for constants packet loss equaling 25% and various

packets loss concealment methods.
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5. Summary

Speaker verification performance is summarized in
Fig. 10. Presented results show that there are cases
where EER can be lower for codecs with lower bi-
trate — for example for ITU-T G.723 (bitrate equals
6.3 kbps), compared for example to ITU-T G.711 op-
erates at 6.3 kbps. The source of those phenomenon
lies in the degradation introduced by the speech cod-
ing process. Other study indicates that bitrate is an
important attribute of the speech signal codecs in the
context of speaker recognition process (BESACIER et
al., 2004; STARONICZWICZ, 2007). However, the effect
of low bitrates on speaker verification performance can
be analyzed using only a set of target and test utter-
ances encoded with the same codec but operating at
various bitrates.
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Fig. 10. Equal error rate as a function of the probability
packet loss for various methods of speech coding.

The main factor of the speaker verification perfor-
mance degradation is a packet loss. The dependence
between a packet loss probability and an equal error
rate is almost linear, regardless of applied codec which
is shown on Fig. 10. On the other hand, the highest de-

gree of the packet loss ensuring acceptable voice qual-
ity must not exceed 1%. At this rate, the EER factor
has increased by no more than 1%, as compared to no
packet loss.

Figures 58 also present the effect of the packets
loss concealment by repetition on the speaker veri-
fication performance. The results indicate that PLC
improves performance, yet it is difficult to determine
the relation between the number of recovered packets
and equal error rate, due to the unpredictability of the
packet loss and the packet loss concealment phenom-
ena.

Making a comparison between the influence of vari-
ous PLC methods (no concealment, interpolation, rep-
etition, white noise) on the speaker verification per-
formance, the best result was obtained for PLC us-
ing interpolation (Fig. 9). According to Fig. 3a, the
packets lost from the speech signal are represented as
“gaps”. The packet loss concealment by simple interpo-
lation consists of discarding these “gaps” by interpolat-
ing using the packets after and before the lost packet
(Fig. 3c). As it was mentioned in Section 4.1, there
was no synchronization between signal bundling during
packet formation and framing during parametrization.
Therefore “gaps” in the speech signal may not be de-
tected in a proper way during voice activity detection.
Thus, it was concluded, that detection and removing of
“gaps” representing lost packets from the speech signal
may be the method of improvement in parametrization
of automatic speaker verification system, which com-
pensates for packet loss distortion effects.

As it was mentioned in Sec. 3, each of the
GMM components represents high level phonetic units
(REYNOLDS, 2000). Using signal distorted by packet
loss to estimate a statistical GMM model may lead
to modification of statistical parameters {u, X, w}. It
means that representation of the high level phonetic
units changes under the packet loss influence.

Figure 11 shows examples of means pu(c,) of
bimodal EM-GMM, estimated using first and second

0 T T
P,=0.25, no concealment
. Speaker A
-0.5- X f
P,=0.25, white noise
Speaker B
1+ % Speaker C n
.
5 Speaker D
ENEY-S o .
3
2 .
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\ | P,=0.25 reretition | i \
35 2 -15 -1 05 0 0.5

ue,)

Fig. 11. The influence of packet loss phenomenon on the mean of GMM parameters.
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MFC coefficients for four various speakers: A, B, C, D
and for various transmission conditions: no distorted
signal (P = 0.0), distorted signal by packet loss with no
concealment (P = 0.25), distorted with concealment
by repetition (P = 0.25, repetition) and distorted with
concealment by white noise (P = 0.25, white noise).
The means of GMM of distorted signal by the packet
loss has shifted towards zero values compared to the
means of GMM of no distorted signal (Fig. 11). The
packet loss concealment by repetition has led to an-
other shift of means but in opposite direction, back to
the original values of GMM means of no distorted sig-
nal. This phenomenon is the reason of the improvement
of speaker verification performance after PLC by rep-
etition applied. Opposite to PLC by repetition packet
loss concealment by white noise provides equivocal re-
sults. Means for only two speakers (Fig. 11 speakers B,
C) for four analyzed, has shifted closer to the original
values of means. This observation is correlated with the
results shown in Fig. 9 where PLC by white noise has
provided better speaker verification performance com-
pared to no concealment case but worse to remaining
PLC methods like simple interpolation and repetition.
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