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Laughter is one of the most important paralinguistic events, and it has specific roles in human con-
versation. The automatic detection of laughter occurrences in human speech can aid automatic speech
recognition systems as well as some paralinguistic tasks such as emotion detection. In this study we
apply Deep Neural Networks (DNN) for laughter detection, as this technology is nowadays considered
state-of-the-art in similar tasks like phoneme identification. We carry out our experiments using two
corpora containing spontaneous speech in two languages (Hungarian and English). Also, as we find it
reasonable that not all frequency regions are required for efficient laughter detection, we will perform

feature selection to find the sufficient feature subset.
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1. Introduction

Non-verbal communication plays an important role
in human speech comprehension. Speakers detect infor-
mation in different sensory modalities (auditory and
visual channels) simultaneously during everyday inter-
actions. Besides the visual cues (gestures, facial ex-
pressions, eye contact, etc.), some types of messages
can be transferred by non-verbal vocalizations (laugh-
ter, throat clearing, breathing) as well. The interpre-
tation of speakers’ intentions can be assisted by us-
ing paralinguistic information; for instance, to acquire
information about the speakers’ emotional state and
attitudes, or to recognize equivocation and irony.

The automatic detection of laughter could be uti-
lized in a number of ways. For example, laughter detec-
tion could assist the determination of speaker emotion
(SUAREZ et al., 2012), or it could be used to search for
videos with a humorous content. Incorporating laugh-
ter detection in automatic speech recognition (ASR)
systems could also help reduce the word error rate by
identifying non-speech sounds.

Since their invention a decade ago, Deep Neural
Networks (DNN) have gradually replaced traditional
Gaussian Mixture Models (GMMs) as the state-of-the-
art method in the phoneme classification (or phoneme
likelihood estimation) subtask of ASR. The main rea-
son for this was because they performed more accu-
rately. Of course, the fact that they are able to handle
the large number of examples appearing in this task,
and that they can provide high-quality phoneme likeli-
hood estimates (unlike some other state-of-the-art ma-
chine learning methods like AdaBoost.MH (SCHAPIRE,
SINGER, 1999) and Support-Vector Machines (SVM
(SCHOLKOPF et al., 2001))) have also played a role in
their success.

As the frame-level laughter detection task is quite
similar to the phoneme classification one, in this study
we shall apply DNNs to laughter classification. We
will utilize three popular feature sets, namely Mel-
Frequency Cepstral Coefficients (MFCCs), Perceptual
Linear Predictions (PLP) and raw Mel-scale filter
bank energies (FBANK). We will perform our experi-
ments on two databases containing laughter segments.
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The first contains Hungarian speech recorded in a clean
environment, while the second consists of English tele-
phone conversations.

Phoneme classification appears to be a more com-
plicated task than laughter classification. Therefore, it
is quite likely that a feature set developed for the for-
mer task is overcomplete for the latter one. With this
in mind, we will also perform feature selection to find
out which frame-level attributes are actually useful for
laughter detection. We will also test the robustness of
the selected feature subsets by performing cross-corpus
evaluations.

2. Automatic laughter detection

Spontaneous conversations frequently contain var-
ious non-verbal vocalizations (hesitation, breathing,
throat clearing); laughter is one of the most frequent
non-verbal vocalizations. Studies showed that laughter
occurs 1-3 times per minute in conversational speech
(HOLMES, MARRA, 2002). However, it is important to
note that many factors influence the occurrences of
laughter, such as context, speech topic, level of ac-
quaintanceship, hierarchy, culture and personality of
the speakers.

Laughter is an inborn, species-specific indicator of
affection, which is socially constituted and easily de-
codable. Laughter has been investigated by researchers
coming from various fields including psychology, soci-
ology, ethology and linguistics. Across species, laugh-
like vocalizations appear to signal positive affect and
affiliation; and might also be a reliable signal that
the producer of the vocalization is unlikely to attack.
In humans, spontaneous laughter has important func-
tions in signaling positive affect and cooperative intent
(BRYANT, AKTIPIS, 2014).

Laughter has also various functions in everyday
conversations. It can be a part of social interaction
in early infancy (NWOKAH et al., 1993), a part of ap-
peasement in situations of dominance/subordination,
or a part of aggressive behavior (ROTHGANGER et al.,
1998). It can serve to regulate the flow of the interac-
tion, to mitigate the semantic context of the preceding
utterance, or it can function as a stress-reducing strat-
egy. It can also provide cues to the semantic content
of utterances in conversations, such as jokes or topic
changes and can indicate the boundary of the turns;
hence, laughter and other non-verbal sounds are of in-
creasing interest in discourse analysis, e.g. (GLENN,
2003; GUNTHER, 2002).

Laughter has been analyzed on the one hand
in relation to the psychology of humor, e.g.
(GOLDSTEIN, MCGHEE, 1972; MARTIN, 2007), and
on the other hand, for its acoustic properties, e.g.
(BACHOROWSKI et al., 2001; BICKLEY, HUNNICUTT,
1992; ROTHGANGER et al., 1998; VicsI et al., 2012).
The perceivable sound sequence(s) of typical laughter

is usually like those of breathy CV syllables (e.g., /hV/
syllable). See Fig. 1 for an oscillogram and spectrogram
of a spontaneous laughter.
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Fig. 1. The oscillogram and spectrogram of a spontaneous
laughter.
Laughter might acoustically resemble speech

sounds due to the fact that they are produced by the
same human vocal tract. Speech and laughter were
found to be quite similar to each other in their ‘syl-
lable’ durations and in the number of ‘syllables’ ut-
tered per second. In addition, fundamental frequency,
formant structure, and RMS (Root-Mean-Square) am-
plitude of laughter also seem to be rather speech-like
(BicKLEY, HUNNICUTT, 1992).

Previous acoustic measurements, however, showed
that there were measurable differences between laugh-
ter and speech depending on mean pitch values and
the pattern of voiced/unvoiced portions (BICKLEY,
HUNNICUTT, 1992); TRUONG, VAN LEEUWEN, 2005).
It was found that the average duration of laughter
appeared between 395 ms and 915 ms (ROTHGNGER
et al., 1998). For the sake of comparison, the av-
erage laughter duration was 911 ms and the stan-
dard deviation was 605 ms in the Hungarian BEA
database (NEUBERGER, BEKE, 2013a), and in the
BMR subset of the ICSI Meeting Recorder Corpus
it was 1615 ms with a standard deviation of 1241 ms
(KNOX, MIRGHAFORI, 2007). The mean fundamental
frequency of laughter was between 160 Hz and 502 Hz
in women and between 126 Hz and 424 Hz in men
(BACHOROWSKI et al., 2001); while in the Hungar-
ian BEA database average F values were found to
be 207 £ 49 Hz in male laughter, and 247 4+ 40 Hz in
female laughter (NEUBERGER, BEKE, 2013a).

It also seems that one can define several types
of laughter depending on the approach to the anal-
ysis. Focusing on the discourse function of laughter
in everyday conversation, Giinther distinguished affil-
iative laughter, disaffiliative laughter, contextualising
laughter, reflexive laughter, and heterogeneous laugh-
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ter (GUNTHER, 2002). Based on the vocal-production
modes and acoustics, laughter can occur as voiced
song-like, unvoiced grunt-like, unvoiced snort-like, or
mixed sounds BACHOROWSKI et al., 2001); HUDENKO
et al., 2009). They can be differentiated by consid-
ering the acoustics and the perceptual impression of
the listeners: hearty or mirthful laughs (TANAKA,
CAMPBELL, 2011); or by considering the emotion of
the speaker: hearty, amused, satirical laugh, or so-
cial laugh. The laughter detector developed by CAMP-
BELL et al. can automatically recognize the latter types
in Japanese (the identification rate is above 75%)
(CAMPBELL et al., 2005).

Various types of features (spectral, cepstral,
prosodic, perceptual ones) have been investigated for
laughter detection using diverse classification tech-
niques. Truong and van Leeuwen trained GMMs with
PLP, pitch and energy, pitch and voicing, and modu-
lation spectrum features to model laughter and speech
(TRUONG, VAN LEEUWEN, 2005). Their results showed
equal error rates ranging from 7.1% to 20.0% of the
cases. To detect overlapping laughter, Kennedy and
Ellis used SVMs trained on four feature sets, namely
MFCCs, delta MFCCs, modulation spectrum, and
spatial cues (KENNEDY, ELLIS, 2004). There they
achieved a true positive rate of 87%.

Truong and van Leeuwen developed a gender-
independent laugh detector using different classifica-
tion techniques and also their combination (GMM,
SVM, Artificial Neural Networks (ANNs)) with vari-
ous types of features (TRUONG, VAN LEEUWEN, 2007).
They observed that SVM performs better than GMM
in most cases, but the combination of classifiers im-
proved the performance of the classification. Pre-
segmented laughter and speech segments were clas-
sified appropriately in 88% of the test segments by
LocKERD and MULLER (2002) using Hidden Markov
Models (HMMs). CAI et al. (2003) also modeled laugh-
ter using HMMs and MFCCs together with percep-
tual features (short-time energy, zero crossing rate).
These methods achieved average recall and precision
scores of 92.95% and 86.88%, respectively. CAMP-
BELL (2007) measured pitch, power, duration, and
spectral shape in the analysis of laughter and laugh-
ing speech; ANNs were successfully trained to iden-
tify the nature of the interlocutor (social or intercul-
tural relationships). Knox’s and Mirghafori’s method
for non-presegmented frame-by-frame laughter recog-
nition produced an equal error rate of 7.9% (KNoX,
MIRGHAFORI, 2007). They also used neural networks
trained on MFCC, AC PEAK and Fj features.

In our previous studies (Neuberger, Beke, 2013a;
2013b; NEUBERGER et al., 2014) we sought to de-
velop an accurate and efficient method in order to clas-
sify laughter and speech segments first and foremost
in Hungarian spontaneous speech. A combination of
classification techniques with various types of features
proved to be a good solution for discriminating be-

tween laughter and speech segments. The best result
(EER: 2.5%) was obtained when we applied a GMM-
SVM hybrid method using MFCC and knowledge-
based acoustic parameters (APs) (NEUBERGER et
al., 2014).

3. Deep Rectifier Neural Networks

Since the invention of Deep Neural Networks in
2006, their role has become ever more important in the
phoneme classification (or phoneme posterior estima-
tion) subtask of speech recognition. DNNs differ from
traditional Artificial Neural Networks in that besides
the input and the output layers, the latter have only
one or two hidden layers. The efficient training of a
deep network with several hidden layers was not possi-
ble though, as the traditional backpropagation method
was unable to train the bottom layers. The reason for
this is that with the standard sigmoid and tanh acti-
vation functions, the gradients in the lower layers tend
to be close to zero (“vanishing gradient effect”); hence
the weights in those layers barely change and cannot
be trained.

All this changed when Hinton et al. invented the
method they called “DBN Pre-Training” (HINTON et
al., 2006). This efficient unsupervised algorithm can
be used for learning the connection weights of a Deep
Belief Network (DBN) that consists of several layers
of restricted Boltzmann machines (RBMs). RBMs are
a variant of Boltzmann machines, but their neurons
must form a bipartite graph. They have an input layer
representing the features of the given task, and a hid-
den layer which has to learn some representation of
the input; and each connection in an RBM must be
between a visible unit and a hidden unit.

Hinton et al. showed that the weights resulting from
their unsupervised pre-training algorithm can be used
to initialize the weights of a deep, but otherwise stan-
dard, feed-forward neural network. After this initial-
ization step, we can readily apply the backpropagation
algorithm to fine-tune the network weights based on a
supervised criterion.

In the case of the Deep Rectifier Neural Networks
it is not the training algorithm that is slightly modi-
fied, but the neurons. Instead of the usual sigmoid ac-
tivation function, here we apply the rectifier function
max(0, z) for all hidden neurons (GLOROT et al., 2011)
(see Fig. 2). There are two main differences between
the sigmoid and the rectifier functions. First, the out-
put of rectifier neurons does not saturate as their activ-
ity gets higher. GLOROT et al. (2011) conjecture that
this is very important in explaining their good perfor-
mance in deep nets: because of this linearity, there is
no vanishing gradient effect. Second, the hard satura-
tion at O for negative activity values: because of this,
only a subset of neurons are active for a given input.
One might suppose that this could harm optimization
by blocking gradient backpropagation, but the experi-
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mental results do not support this view. It seems that
the hard nonlinearities do no harm as long as the gra-
dient can propagate along some paths.
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Fig. 2. The sigmoid, tanh and linear rectifier functions.

The principal advantage of deep rectifier nets is
that they can be trained with the standard backpropa-
gation algorithm, without any pre-training. In our pre-
vious experiments on phoneme classification (GROSZ,
TOTH, 2013); TOTH, 2013), they were found to yield
phone recognition scores similar to those of sigmoid
networks pre-trained with the DBN algorithm on sev-
eral databases, but their training times were much
shorter. Therefore, in the experiments performed in
our study, we decided to employ only Deep Rectifier
Neural Networks.

4. Experiments

We carried out our experiments on two different
corpora, containing speech excerpts taken from two
different languages, and recorded under different con-
ditions. Now we will describe both corpora in detail,
and then we will discuss our experimental setup.

4.1. The BEA Hungarian Spoken Language Database

Firstly, we used the BEA Hungarian Spoken Lan-
guage Database (Gosy, 2012). It is the largest speech
database in Hungarian, which contains 260 hours of
material produced by 280 speakers (aged between 20
and 90 years), recorded in a sound-proof studio en-
vironment. In the present study, we used the con-
versational speech material, a total of 75 conversa-
tions, with an average duration of 16 minutes. The seg-
ment boundaries of laughter segments were identified
by human transcribers. Our presegmented data con-
tains manually annotated segments, namely 332 laugh-
ter and 321 speech segments. Here, we used one-third
of the data in the test set and two-thirds in the training
set. In the end, we had 240 and 223 segments in the
training set, laughter and non-laughter, respectively,
while the test set was made up of of 91 laughter and
97 non-laughter segments. The distribution of segment
lengths in this database can be seen in the upper part
of Fig. 3.
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Fig. 3. The distribution of length of segments belonging to the two classes for the BEA (up) and the SSPNet Vocalization
(down) corpus, for the training set (left) and the test set (right).
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4.2. The SSPNet Vocalization Database

The SSPNet Vocalization Corpus (SALAMIN et al.,
2013) consists of 2763 short audio clips extracted from
English telephone conversations taken from 120 speak-
ers, containing 2988 laughter and 1158 filler events. In
the public annotation, each frame fell into one of three
classes of “laughter”, “filler” and “garbage” (denoting
both non-filler, non-laughter speech and silence). Here,
we followed the standard train-test division of the
database applied in several studies, e.g. (BRUECKNER,
SCHULLER, 2013; GOSZTOLYA, 2015b); GOSZTOLYA et
al., 2013; GUPTA et al., 2013; SCHULLER et al., 2013),
adding the development set to the training set.

To mirror the set-up of the BEA laughter corpus,
we used all the laughter events, and sought to extract
similar-sized excerpts of the utterances to provide non-
laughter segments. To do this, we fitted a gamma dis-
tribution (LUKACS, 1955) over the length of laughter
segments, and segments containing non-laughter were
extracted from the utterances based on this distribu-
tion. (Note that, of course, the extracted segments
might contain filler events along with silent parts.) We
followed this procedure for both the training and test
sets, with the exception that the excerpts from the
test set were extracted using the probability distribu-
tion fitted on the training set. Lastly, we discarded all
those segments that were shorter than 100 millisec-
onds, as we considered them too short to be useful in
practice. In the end we had 869 and 964 segments in
the training set, while the test set consisted of 280 and
310 excerpts, laughter and non-laughter, respectively.
The distribution of the segments of the training set for
the SSPNet Vocalization corpus and the fitted (and
scaled) Gamma distribution can be seen in the lower
part of Fig. 3.

4.8. Ezxperimental setup

We used our custom neural network implementa-
tion, which achieved outstanding results on several
datasets, e.g. (GOSZTOLYA et al., 2014; GROSZ et al.,
2015; TOTH, 2015; TOTH et al., 2015). Following pre-
liminary tests, we opted for three hidden layers, each
one containing 256 rectified neurons, and we applied
the softmax activation function in the output layer.
We utilized the L2 normalization weight regulariza-
tion technique. We tested three standard and popular
feature sets: we calculated the 12 MFCC, 12 PLP and
40 raw Mel-scale filter banks (FBANK); by adding en-
ergy as a further (frame-level) feature, and calculating
the first and second order derivatives, we had 39, 39
and 123 attributes for the MFCC, PLP and FBANK
feature sets, respectively.

It is a well-known fact, e.g. (BLOMBERG, ELENIUS,
1992; BOURLARD, MORGAN, 1993; KovAcs, TOTH,
2015) that for frame-level phoneme identification, in-

cluding the feature values of the neighbouring frames
could actually assist the classification process. It is
not surprising that the effectiveness of this simple
technique has been demonstrated for laughter identi-
fication as well, e.g. (BRUECKNER, SCHULLER, 2013).
Hence we decided to include such a frame context in
our laughter classification experiments. Since the opti-
mal number of neighbours is unknown in advance, and
could vary depending on the feature set or even on the
database, we tested several values; namely, we tried

out a training window of 1,3,5,...,21 frames wide
(i.e. using 0,1,2,...,10 neighbouring frames on each
side).

Instead of using a separate training and develop-
ment set, we opted for 10-fold cross validation. Since
training a neural network is a stochastic procedure due
to random weight initialization, we trained five dif-
ferent networks (with different random seed) for each
9-fold training part, resulting in 50 trained networks
overall. Then we evaluated them on the remaining
fold, and calculated the CV confusion matrix based
on the outputs. For the test set we decided to evalu-
ate only five neural networks (with different random
seed), since the 9-fold training sets share most of the
training data, so training five models on one of these
training sets represents all the models quite well. Be-
sides standard accuracy, we also measured precision,
recall and F-measure (or Fj-score, being the harmonic
mean of precision and recall) for the laughter class. Of
course, as the class distribution was quite balanced,
the Fi score could be expected to fall quite close to
the accuracy score.

Apart from performing frame-level classification,
we also performed classification of whole segments. We
did this in a straightforward way: we multiplied the
frame-level posterior scores for both classes, and chose
the class for which this score was the highest. This is a
viable way of aggregating frame-level likelihoods, espe-
cially as Deep Neural Networks are known to provide
fairly precise posterior estimation scores.

5. Results

The results obtained on the BEA dataset can be
seen in Fig. 4, and some notable cases are listed in
Table 1. It is clear that using the feature vectors of
the neighbouring frames generally helps the classifier,
although the optimal value depends on the feature
set and evaluation metric (i.e. accuracy or F-measure)
used. For MFCC the best results were obtained by us-
ing 9-11 frame vectors (4-5 neighbours on each side),
while for PLP we had to use a 7-11 frame wide window
(3-5 neighbours) to get the highest accuracy scores.
Another interesting observation is that the segment-
level scores are much higher than the frame-level ones.
This is expected, though, since it is enough to correctly
identify the majority of the frames of a segment to clas-
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Fig. 4. The frame-level (left) and segment-level (right) accuracy scores and Fi scores obtained by applying the MFCC
(upper row), PLP (middle row) and FBANK (lower row) feature sets on the BEA dataset.

sify it correctly. We should also mention that frame-
level optimality and segment-level optimality are not
always achieved under the same circumstances. For in-
stance, for MFCC, frame-level optimum is achieved by
training on 11 frames, while the best segment-level val-
ues were obtained with 9 frames.

The results obtained by using the FBANK feature
set are pretty surprising. We observe that a practi-
cally perfect classification was achieved when we used
no neighbours at all; and using additional frames only
makes the results worse. We think that this good per-
formance is partly due to the high precision of DNNs,
the fact that the FBANK feature set is suitable for
this classifier, and that the laughter classification task
is relatively simple (e.g. compared to phoneme pos-

terior estimation). Still, this score seems too high to
be explained by these phenomena alone. Noting that
on this dataset similarly high, although no such excep-
tional scores were reported recently, e.g. (NEUBERGER,
BEKE, 2013b; NEUBERGER et al., 2014), we think
that this high score partially reflects the bias of the
dataset. Examining Fig. 3 we see that the distribution
of lengths of laughter and non-laughter parts differ sig-
nificantly, which might be due to the manual extraction
of the segments. While we cannot suggest any better
method for finding laughter parts, in our opinion the
non-laughter segments should be extracted automati-
cally to be as similar to the laughter ones as possible
(e.g. following the procedure we used for the SSPNet
Vocalization corpus).
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Table 1. Some notable accuracy scores obtained by using the different feature sets and number of neighbours on
the BEA dataset.

Cross-Validation Test set

Type Feature set | N Prec. Recall Acc. Prec. Recall I Acc.
MECC 9 78.8% 82.3% 80.5% 87.7% 64.1% 85.8% 73.4% 82.8%
11 | 79.7% 81.5% 80.6% 87.9% 65.7% 84.9% 74.1% 83.6%
Frame PLP 7 80.3% 81.4% 80.9% 88.1% 65.8% 85.9% 74.5% 83.7%
80.6% 81.9% 81.3% 88.3% 65.1% 86.7% 74.4% 83.4%
FBANK 99.1% 99.8% 99.5% 99.7% 97.6% 99.3% 98.4% 99.1%
MFCC 9 98.0% 89.1% 93.3% 93.9% 97.5% 95.5% 96.5% 96.4%
11 98.2% 89.1% 93.4% 94.0% 97.4% 93.8% 95.6% 95.5%
Segment PLP 7 98.9% 88.9% 93.6% 94.2% 95.0% 97.1% 96.0% 95.9%
98.7% 88.3% 93.2% 93.8% 94.4% 97.3% 95.8% 95.6%
FBANK 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%

The results obtained on the SSPNet Vocalization
corpus can be seen in Fig. 5; and some noteworthy
cases are listed in Table 2. Firstly, we can see that
the accuracy scores obtained in cross-validation mode
tend to be higher than those of the test set. While
for the frame-level values this was the case for the
BEA dataset as well, there the segment-level scores
were quite similar to each other, or the values of the
test set were even higher. Here, however, we can see
that the segment-level values for the test set are 4—5%
lower than those for the cross-validation setup, which
is a clear sign of overfitting. This is especially in-

triguing as this dataset is much larger than the first
one, and we used the same neural network structure
for both databases. Another observation is that by
increasing the number of neighbouring frame vectors
used, the frame-level accuracy scores keep increasing.
Segment-level scores, however, have their optimum be-
tween 7 and 13 frames, and adding the feature vectors
of more neighbouring frames makes the accuracy scores
drop (although the differences are probably not signif-
icant).

Laughter is a social signal that can be expected
to be quite language-independent. Therefore it would

Table 2. Some notable accuracy scores obtained by using the different feature sets and number of neighbours on
the SSPNet Vocalization dataset.

Cross-Validation Test set

Type Feature set Prec. Recall Acc. Prec. Recall Fy Acc.
7 83.1% 87.2% 85.1% 84.0% 80.9% 87.3% 84.0% 81.8%

MFCC 11 | 83.5% 87.5% 85.5% 84.4% 81.5% 88.6% 84.9% 82.8%

21 | 84.4% 87.9% 86.1% 85.2% 82.5% 88.7% 85.5% 83.6%

11 83.56% 87.6% 85.5% 84.5% 81.6% 87.8% 84.6% 82.5%

Frame PLP 17 | 84.0% 88.1% 86.0% 85.0% 82.4% 88.3% 85.3% 83.3%
21 | 84.5% 87.8% 86.1% 85.2% 82.7% 88.3% 85.4% 83.6%

13 | 84.4% 89.3% 86.7% 85.7% 81.8% 89.7% 85.6% 83.5%

FBANK 15 | 84.6% 89.4% 86.9% 85.9% 81.9% 90.0% 85.8% 83.7%

19 85.2% 89.5% 87.3% 86.3% 82.2% 89.9% 85.9% 83.9%

7 95.8% 94.0% 94.9% 94.8% 88.2% 92.0% 90.1% 89.4%

MFCC 11 96.1% 93.7% 94.9% 94.7% 88.0% 93.3% 90.6% 89.8%

21 | 95.8% 94.0% 94.9% 94.7% 87.4% 92.3% 89.8% 89.0%

11 | 95.6% 94.0% 94.8% 94.6% 88.1% 92.8% 90.4% 89.7%

Segment | PLP 17 | 95.9% 94.0% 95.0% 94.8% 88.3% 92.5% 90.3% 89.6%
21 | 95.9% 93.6% 94.7% 94.6% 88.1% 91.8% 89.9% 89.2%
13 96.0% 94.5% 95.3% 95.1% 87.4% 94.5% 90.8% 89.9%
FBANK 15 | 96.0% 94.7% 95.3% 95.2% 87.3% 94.1% 90.6% 89.7%
19 | 96.5% 94.1% 95.3% 95.1% 87.3% 93.4% 90.2% 89.4%
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Fig. 5. The frame-level (left) and segment-level (right) accuracy scores and Fi scores obtained by applying the MFCC
(upper row), PLP (middle row) and FBANK (lower row) feature sets on the SSPNet Vocalization dataset.

be reasonable (and also very interesting) to find out
how classifier models trained on one language perform
when evaluated on utterances taken from another lan-
guage. Unfortunately, the recording conditions of the
two datasets used in this study differ to such an ex-
tent that all our efforts to train on one database and
evaluate on the other resulted in very poor accuracy
values. Since the BEA database was recorded in a
sound-proof, studio-like environment with a studio mi-
crophone, while the English one contains mobile phone
conversations, it is not that surprising. However, we
were still able to identify a language-independent as-
pect of laughter which could be detected on these two
datasets; now we will examine this phenomenon more
closely.

6. Feature selection for laughter classification

In our experiments we found that, out of the three
feature sets tested, the “FBANK” performed best for
both databases. In fact, it performed exceptionally well
for the BEA dataset. Recall that this feature set con-
sists of features that represent narrow frequency bands
and it is very unlikely that all frequency bands have
an equal role in the identification of laughter, or even
that all of them are necessary. Owing to this, we will
next try to select the features which are essential for
high-accuracy laughter detection.

In the literature we can find a huge variety of fea-
ture selection methods, e.g. (BRENDEL et al., 2010;
Busso et al., 2013; CHANDRASHEKAR, SAHIN, 2014;
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GoOszTOLYA, 2015a). However, to test the efficiency of
a feature subset, we have to train and evaluate several
deep neural networks, which is a time-consuming pro-
cess. Therefore we opted for a greedy procedure, for
which we first sorted the features according to their
potential usability. Then, for the nth step, we used
the first n features (following the feature ordering) to
train our DNNs; then we evaluated them and noted
their performance both in the cross-validation setup
and on the test set.

Obtaining a good feature ordering for the above
procedure is not trivial, and it could be carried out
in several ways. Here, we applied two ordering strate-
gies. As we have two classes (i.e. laughter and non-
laughter), calculating the correlation of each feature
with the frame-level class labels is fairly straightfor-
ward. As a negative correlation could also mean that
the given feature is useful for laughter detection, we
sorted the features according to the absolute value of
their correlation score, and in descending order (so as
to have higher-correlated features examined first).

Another strategy we applied is based on the obser-
vation that the lower layers of a deep neural network
are responsible for low-level feature extraction, while
the higher layers perform more abstract and more task-
dependent functions. Since the neurons in the input
layer of a DNN correspond to the input features, the
connections between the input neurons and those of
the first hidden layer might reflect the importance of

the corresponding input features. Naturally, as a neg-
ative weight can also reflect the degree of importance,
we decided to sum up the squared weights for all input
neurons (ignoring the bias values). We did this for all
the models trained when no neighbouring frame vec-
tors were used, and then, similar to the previous case,
we sorted the resulting values in descending order.

0.1. Results

Figure 6 shows the frame-level (left) and segment-
level (right) accuracy scores obtained when using
the top-ranked subset of features, when following
correlation-based (up) and DNN-based (down) feature
ordering on the BEA database. Overall it is clear that a
surprisingly compact feature subset is sufficient to pro-
vide optimal or near-optimal accuracy scores on both
the development and test sets: by using only 28 and
15 features (correlation-based and DNN-based feature
ordering, respectively) instead of all the 123 attributes,
we were able to reproduce the perfect segment classifi-
cation, and the frame-level scores dropped by just 1%.

The corresponding values obtained on the SSPNet
Vocalization corpus are displayed in Fig. 7. The rela-
tively large gap between the scores obtained by using
cross-validation and on the test set shows the amount
of model overfitting, which was observed previously.
The convergence of the feature selection method is
also much slower (notice that the horizontal scale of
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SSPNet Vocalization dataset. The feature rankings were obtained based on correlation scores (up) and using DNN weights
(down).

Figs. 6 and 7 differ): although relatively good accu-
racy scores can be achieved by using about 40 and 15
attributes (correlation-based and DNN-based feature
ordering, respectively), a further 2-3% can be gained
by utilizing more features. Because of this, we selected
two feature subsets for both ordering strategies: the
first had 40 and 15, while the second contained 89 and
68 features, correlation-based and DNN-based order-
ing, respectively.

The reason why the DNN-based feature ordering
worked better than the correlation-based one is prob-
ably that, although correlation is able to characterize
the importance of a given feature for the actual two-
class task quite well, it is suboptimal for feature sets.
Features containing similar information are likely to
get similar correlation values, so a feature set contain-
ing highly-correlated features can expected to be quite
a redundant one. As the FBANK feature set consists
of overlapping spectral bands, it is not surprising that
the neighbouring filter bank features tend to be simi-
lar to each other. This results in an unnecessarily large
feature subset when we seek optimal performance.

6.2. Feature Subset cross-corpus evaluation

Next, we will examine how the optimal feature sub-
sets selected above work when they are used for the

other database. That is, we will take a feature set
found optimal or close-to-optimal on the BEA cor-
pus, and train and evaluate our DNNs on the SSP-
Net Vocalization dataset using just this feature subset;
then we will repeat this process the other way around
with these two databases. This way, we can test the
corpus-independence of the selected feature subsets.
Recall that we selected 2 feature sets based on the
BEA database and 4 sets based on the SSPNet Vocal-
ization corpus, which, along with the full feature set,
results in seven cases in total for both datasets.

The resulting accuracy scores can be seen in ta-
bles 3 and 4. For the BEA database we were able to
achieve a perfect segment classification by using prac-
tically any feature subset; the only exception was the
smaller subset obtained by relying on the DNN weights
of the SSPNet Vocalization dataset. It is not that sur-
prising, though, since this is a very compact feature
set, and even on the SSPNet corpus it lagged behind
the full feature set by 2—3% in terms of segment-level
accuracy scores. Note that this configuration resulted
in much lower frame-level accuracy scores (6—15%)
on the BEA database, while the segment-level scores
dropped only slightly.

The results on the SSPNet Vocalization database
reveal the differences between the feature selection
techniques in more detail, as here we could not achieve
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Table 3. The number of features used and the accuracy scores obtained by feature selection and using no neighbours
on the BEA dataset.

Training set Cross-Validation Test set

Type Feature set #F | Prec. Recall Fi Acc. Prec. Recall Fi Acc.
Corr. (BEA) 29 | 96.9% 99.4% 98.1% 98.8% 94.3% 98.0% 96.5% 98.0%
DNN (BEA) 15 | 97.0% 99.4% 98.2% 98.9% 95.2% 98.7% 96.9% 98.3%
Corr. (SSPNet) | 40 | 97.1% 99.5% 98.3% 98.9% 92.9% 99.0% 95.9% 97.6%

Frame Corr. (SSPNet) | 89 | 98.2% 99.8% 99.0% 99.4% 94.8% 99.2% 96.9% 98.3%
DNN (SSPNet) | 15 | 85.6% 92.3% 88.8% 92.8% 74.2% 89.7% 81.2% 88.5%
DNN (SSPNet) | 68 | 99.1% 99.9% 99.5% 99.7% 96.4% 99.3% 97.8% 98.8%
Full 123 | 99.1% 99.8% 99.5% 99.7% 97.6% 99.3% 98.4% 99.1%
Corr. (BEA) 29 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%
DNN (BEA) 15 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%
Corr. (SSPNet) | 40 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%

Segment | Corr. (SSPNet) | 89 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%
DNN (SSPNet) | 15 | 98.3% | 100.0% | 99.2% 99.2% 96.7% 97.5% 97.1% 97.0%
DNN (SSPNet) | 68 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%
Full 123 | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0% | 100.0%

Table 4. The number of features used and the accuracy scores obtained by feature selection and using no neighbours

on the SSPNet Vocalization dataset.

Training set Cross-Validation Test set
Type Feature set #F | Prec. Recall 12 Acc. Prec. Recall I3 Acc.
Corr. (SSPNet) | 40 | 78.0% 85.9% 81.8% 80.0% 73.6% 86.6% 79.6% 75.8%
Corr. (SSPNet) | 89 | 82.3% 86.7% 84.4% 83.3% 76.6% 88.6% 82.2% 79.0%
DNN (SSPNet) | 15 | 78.8% 82.3% 80.5% 79.2% 75.1% 84.7% 79.6% 76.3%
Frame DNN (SSPNet) | 68 | 82.9% 86.3% 84.6% 83.5% 77.2% 88.6% 82.5% 79.5%
Corr. (BEA) 29 | 76.7% 83.5% 79.9% 78.1% 73.1% 83.7% 78.0% 74.3%
DNN (BEA) 15 | 77.5% 82.1% 79.7% 78.1% 74.5% 85.5% 79.7% 76.2%
Full 123 | 81.9% 86.7% 84.2% 83.0% 78.7% 88.1% 83.2% 80.5%
Corr. (SSPNet) | 40 | 93.4% 94.3% 93.8% 93.6% 82.7% 92.3% 87.2% 85.8%
Corr. (SSPNet) | 89 | 95.5% 94.1% 94.8% 94.6% 84.7% 93.3% 88.8% 87.6%
DNN (SSPNet) | 15 | 93.8% 92.5% 93.2% 92.9% 83.2% 92.2% 87.5% 86.1%
Segment | DNN (SSPNet) | 68 | 95.4% 93.4% 94.4% 94.3% 85.0% 94.1% 89.3% 88.1%
Corr. (BEA) 29 | 91.2% 91.6% 91.4% 91.0% 81.8% 88.0% 84.8% 83.4%
DNN (BEA) 15 91.9% 90.3% 91.1% 90.8% 83.0% 89.8% 86.3% 85.0%
Full 123 | 95.5% 93.9% 94.7% 94.6% 86.1% 93.7% 89.8% 88.8%

a perfect segment classification. Using the feature sub-
sets selected on the BEA dataset, we got slightly (1-
2%) lower accuracy scores than when we performed
feature selection solely on the SSPNet Vocalization
corpus. Of course, as this dataset was quite sensitive to
the number of features used, and larger feature subsets
were selected on it than on the other database, it is not
easy to make a fair comparison. Overall, the selected
feature subsets seem to be quite robust, as using them
on a different dataset did not significantly reduce the
accuracy scores.

Figure 8 above shows the spectrogram of a laugh-
ter segment, its FBANK representation, and the filter
bands chosen based on the weights of the DNN for
the two datasets. (For the sake of clarity we will show
only the first 40 attributes, omitting the first and sec-
ond order derivatives; if a derivative feature was se-
lected, we highlight the basic frequency band instead.)
Surprisingly, quite different attributes were chosen, al-
though specific bands (especially those corresponding
to the lower frequencies) of the full spectrum were pre-
ferred in both cases. It is quite interesting that when
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Fig. 8. The spectrogram of a laughter event (upper left), the 40 FBANK features extracted from it (upper right), and the
filter bands selected based on the weights of the DNN for the BEA (lower left) and the SSPNet Vocalization (lower right)
corpora.

we filtered the features based on the weights of DNNs
trained on the BEA database (lower left image), in
a region every second filter band was chosen. This is
probably because the adjacent filters are redundant to
some extent, so every second one encodes enough infor-
mation to allow high-precision laughter classification.
Interestingly, the DNNs were able to detect this phe-
nomenon, and we could extract this information just
by examining the weights between the input layer (the
filter banks) and the first hidden layer.

7. Conclusions

In this work we experimented with detecting laugh-
ter events using Deep Rectifier Neural Networks. We
carried out our experiments with two databases and
utilized three acoustic feature sets. From our results
it is seen that DNNs can be effectively applied in this
task and they are able to achieve fairly high accuracy
scores. We also found that not all frequency regions are
required to identify laughter, and that the weights of a
trained neural network can be used to find a sufficient
feature subset. Furthermore, it seems that these fre-
quency band subsets are quite language-independent,
as we were able to carry them over from one database
to the other with only a small drop in the overall per-
formance.
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