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Acoustic barriers are assigned to the respective categories of sound absorbing properties on the basis of
a single-number sound absorption evaluation index. Categories of absorbing properties play a significant
role in selecting the barrier type for the given localisation. The estimation of the single-number sound
absorption evaluation index is performed, among others, by means of measuring the sound absorption
coefficient of the analysed acoustic barrier sample in the reverberation chamber.

The sensitivity analysis of the determination of the single-number sound absorption evaluation index
was performed in this work. The estimation of the input parameters uncertainty contribution to the
expanded uncertainty of the sound absorption evaluation index, was done first. The Monte Carlo method
and the reduction interval arithmetic were used for this aim.

The relative sensitivity coefficients were determined by means of the author’s method based on the in-
terval arithmetic. These coefficients contain information concerning the quantitative influence of the given
input value on the final result.
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1. Introduction

The single-number sound absorption evaluation in-
dex DLα is estimated for the needs of determining
the respective category of absorption properties of flat
acoustic barriers. This classification is important in
decisive processes concerning the application of the
given kind of acoustic barrier in the specific localisa-
tion. Therefore the uncertainty of estimating individ-
ual input parameters – needed for the determination
of index DLα – should be as small as possible and very
accurately determined.

The hereby paper presents the analysis of contri-
butions of individual input parameters into the deter-
mination uncertainty of the sound absorption evalu-
ation index. Such approach is aimed at emphasizing
the importance of certain parameters in determining
the analysed index. The Monte Carlo method was ap-
plied for the uncertainty contribution estimation. This
method was used to perform the propagation of the dis-
tribution of input parameters generated on the bases
of measurement data. The same analysis was simul-
taneously performed with using the reduction interval

arithmetic, which was previously applied for the un-
certainty estimation in paper (Batko, Pawlik, 2012).
Other, not classic methods of the uncertainty estima-
tion can be found in papers (Stępień, 2016; Przy-
sucha et al., 2015).

In addition, the author’s method of determining the
relative sensitivity coefficients based on interval analy-
sis, is presented in this paper. This methods allows to
determine experimentally the quantitative influence of
the input values uncertainty on the uncertainty of the
result.

2. Single-number sound absorption evaluation
index DLα

A single-number index of the sound absorption
evaluation DLα, defined in the standard (PN-EN 1793-
1:2013-05), is described by the equation:

DLα = −10 log10
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18∑
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∣∣∣∣∣∣∣∣, (1)
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where Li – normalised sound A level, in decibels, of the
road traffic noise in the i-th 1/3-octave frequency band,
defined acc. to standard (PN-EN 1793-3:2001), αsi –
sound absorption coefficient in the i-th 1/3-octave fre-
quency band, is calculated acc. to the dependence (2)
contained in (PN-EN ISO 354:2005),

αS =
V

S

[
55.3

(
1

c2T2
− 1

c1T1

)
− 4 (m2 −m1)

]
, (2)

where V – volume of the reverberation chamber [m3],
S – surface area of the tested sample [m2], T1, T2 –
reverberation time measured in the empty reverber-
ation chamber and in the chamber with the sample
[s], c1, c2 – sound propagation velocity in the empty
reverberation chamber and in the chamber with the
sample [m/s], dependent on the air temperature, m1,
m2 – power damping coefficient for climatic conditions,
which occur in the empty reverberation chamber and
in the chamber with the sample [1/m], calculated in ac-
cordance with (ISO 9613-1), dependent, among others,
on the atmospheric pressure, humidity and air temper-
ature.

On the basis of the single-number index of the
sound absorption evaluation the category of the ab-
sorptive performance of the tested acoustic barrier is
determined. Classification of the single-number sound
absorption evaluation index is done on the basis of
Table 1 contained in the standard (PN-EN 1793-1:
2013-05).

Table 1. Categories of absorptive performance.

Category DLα [dB]

A0 Not determined

A1 < 4

A2 4 to 7

A3 8 to 11

A4 12 to 15

A5 > 15

The method and accuracy of determining individ-
ual parameters needed for the index DLα determina-
tion can have a significant influence on assigning the
tested barrier into the relevant category of absorbing
properties (Wszołek, 2014). The influence of the un-
certainty measurements of sample surface S, reverber-
ation times T1 and T2 as well as conditions in the
anechoic room (temperature, pressure, humidity), on
which the power damping coefficients m1 and m2 de-
pend, was also presented in this paper.

3. Analytical methods of determining
contribution of expanded uncertainty

Sensitivity of individual parameters to the uncer-
tainty of determining the single-number sound absorp-

tion evaluation index, was performed by experimental
method. This method is based on introducing the un-
certainty of individual parameters – at maintaining the
remaining input parameters constant – and on testing
the output uncertainty changes in dependence on the
input uncertainty changes.

The note concerning the way of uncertainty as-
sessment, which should be done according to the
Guide to the expression of uncertainty in measure-
ment (ISO/IEC Guide 98-3:2008), is written in Ap-
pendix C of the standard concerning evaluations of
sound absorbing properties of the designed road equip-
ment (PN-EN 1793-1:2013-05). In the supplement 1
of this standard (ISO/IEC Guide 98-3-SP1:2008) the
application of the Monte Carlo method for the uncer-
tainty assessment is suggested in situations when:
• uncertainties are of significantly different values;
• partial derivatives are difficult for calculating;
• distribution of output values is neither Gaussian

nor t-Student;
• estimate of output value is comparable with its

standard uncertainty;
• mathematical model of the measured value is ar-

bitrarily complicated;
• distributions of input values are asymmetrical.
Very often, it is difficult to assign reliably to the

above assumptions in modelling the acoustic parame-
ters. The index of the sound absorption estimation is
presented as decibel numbers, what in case of relatively
large uncertainty values leads to asymmetric distribu-
tion of this parameter probability. On account of this,
the application of the uncertainty propagation law can
provide erroneous conclusions.

To this end, the Monte Carlo method was applied
to the sensibility testing of the single number sound
absorption index. The method of the sensitivity esti-
mation by means of the interval arithmetic method
and the comparison of results obtained by both meth-
ods was also presented in this paper.

3.1. Monte Carlo method

In the document (ISO/IEC Guide 98-3-SP1:2008)
the rule of propagation of probability distributions re-
alised by using the Monte Carlo method was elabo-
rated. The following course of proceedings was under-
taken at applying the Monte Carlo method:

1) The analysed parameter data collection of the
given probability distribution was generated. For
the reverberation time the t-Student distribution
was applied, while for the uncertainty assessment
of the sample sensitivity measurements the uni-
form distribution was applied.

2) 106 tests were generated and the draw was per-
formed without returning the input parameter to
the data collection, at the remaining parameters
being constant.
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3) Output values for each test were calculated on the
basis of the model of the single-number sound ad-
sorption evaluation index.

4) Output values were sorted, according to not di-
minishing order, to determine the approximate
distribution function of the output value.

5) The confidence interval for confidence level 1−
α = 0.95 was determined from the distribution
function of the output value.

3.2. Interval arithmetic

The sensitivity analysis was also performed by us-
ing the interval arithmetic expansion, such as the re-
duction interval arithmetic. Operations on intervals
had their beginning already in the 50-s, in the works
of the Polish mathematician Mieczysław Warmus. The
concept of calculations based on interval numbers, ap-
plied for determining the round-off errors, was de-
scribed in the work (Warmus, 1956). In the 60-s, op-
erations on intervals were defined as the interval arith-
metic by Moore, in his Ph.D. dissertation (Moore,
1962) and book (Moore, 1966). The interval arith-
metic was the widely applied method, however in sev-
eral cases it was leading to overestimation of the re-
sult interval. On account of this, several expansions
of this arithmetic were developed. One of them is the
reduction interval arithmetic, proposed by Jakubiec
(2002). In the reduction interval arithmetic the interval
is written by means of the middle, mid(x), and radius,
rad(x):

x̆ = mid(x) =
x+ x

2
, rad(x) =

|x− x|
2

, (3)

where x is the interval lower limit – infimum, while x
the upper limit – supremum.

Connections occurring between intervals in the
classic and reduction interval arithmetic are the same.
However, the basic advantage of the reduction interval
arithmetic is the introduction of the coherence coeffi-
cient, which describes properties of intervals as well as
the correlation between intervals, which brings about
the reduction of the interval width.

The interval – in a sense of the interval arithmetic
– can be treated as a sum of its two independent com-
ponents: middle x̆ and unloaded interval ±rad(x):

x = [x, x] = [x̆− rad(x), x̆+ rad(x)]

= x̆± rad(x) = x̆+ [−rad(x), rad(x)]. (4)

Due to this approach, operations on intervals can
be performed independently for these two components.
Operations on intervals middles, which are real num-
bers, are performed according to rules binding for these
numbers, while operations on unloaded intervals are
done by means of the reduction interval arithmetic. In

the reduction interval arithmetic, for each pair of in-
tervals the number rij , called the coherence coefficient,
is determined:

rij ∈ R, −1 < rij < 1. (5)

This coefficient describes properties of individual
intervals and dependencies between the given pair of
intervals, which means that it is dependent on the cor-
relation between intervals and on the density probabil-
ity distribution function of the parameters collection.
It should be emphasised, that incorrect determination
of this coefficient can lead to overestimation of the re-
sult interval.

The basic mathematical operations for the reduc-
tion arithmetic are presented below.

• Addition of interval numbers:

y = x1 + x2 = y̆ + [−rad(y),+rad(y)], (6)
where

mid(y) = mid(x1) + mid(x2), (7)

rad(y) =
√
a∗, (8)

where
a∗ = rad2(x1) + rad2(x2) + 2rad(x1)rad(x2)r12.

• Subtraction of interval numbers:

y = x1 − x2 = y̆ + [−rad(y),+rad(y)], (9)

where
mid(y) = mid(x1)−mid(x2), (10)

rad(y) =
√
b∗. (11)

where
b∗ = rad2(x1) + rad2(x2)− 2rad(x1)rad(x2)r12.

• Multiplication of interval numbers:

y = x1 · x2 = y̆ + [−rad(y),+rad(y)], (12)

where

mid(y) = mid(x1) ·mid(x2), (13)

rad(y) =
√
c∗, (14)

where

c∗ = x̆22rad2(x1) + x̆21rad2(x2)

− 2x̆1x̆2rad(x1)rad(x2)r12.

Utilising the described above formalism, the anal-
ysis of the contribution of the uncertainty of indi-
vidual input values to the uncertainty of the single-
number sound absorption evaluation index, was per-
formed. The parameter, which contribution was inves-
tigated, was written in the interval number form of
a radius equal to the expanded uncertainty, at the re-
maining parameters being constant and represented as
interval numbers of radiuses equal 0. Expanded uncer-
tainties for input values were evaluated with the confi-
dence level of 0.95. Due to such approach the interval
number of the index DLα, which radius is equal to the
expanded uncertainty of this parameter, was achieved.
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4. Interval method of determining relative
sensitivity coefficients

The relative sensitivity analysis was also performed
in this work. It consists in determining the relative
sensitivity coefficients for individual parameters. These
coefficients provide information on the quantitative in-
fluence of the given input value on the obtained result.
For example: when the relative sensitivity coefficient
equals 3 and if the given variable changes its value by
1%, the result will change by 3%.

The model sensitivity analysis is used for inves-
tigating, in which degree individual input parame-
ters influence the modelling result. In order to deter-
mine the dependence of the modelling result on in-
dividual input parameters, partial derivatives of the
model function should be evaluated. These derivatives
are called the sensitivity coefficients. For the function:
y = f(x1, x2, . . . , xN ), where N is the input parame-
ters number, the sensitivity coefficients can be evalu-
ated as follows:

ci =
∂y

∂xi
, i = 1, 2, 3, . . ., N. (15)

Determinations of these coefficients for complex
functions becomes problematic, especially in numeri-
cal applications. Instead of calculating sensitivity co-
efficients from the function, they can be determined ex-
perimentally. It can be done by: measuring the change
of parameter y caused by the individual change of the
selected input value xi, when the remaining input val-
ues remain constant (ISO/IEC Guide 98-3: 2008).

The author’s solution of determining the empirical
sensitivity coefficients with the application of the inter-
val arithmetic, was proposed in the hereby paper. Such
solution allows to evaluate these coefficients at expand-
ing the function by higher order terms of the Tay-
lor series, without the necessity of symbolic determin-
ing partial derivatives of a higher order. On the other
hand, the accuracy of this function value evaluation –
related to the omission of free terms – is taken into ac-
count in the interval number. For monotonic functions
the values at the endpoints of the variability interval
are calculated, while for not monotonic functions the
extremes occurring in the considered interval. Such ap-
proach allows for more accurate determining the influ-
ence of the input parameters uncertainty on the output
parameter uncertainty (Batko et al., 2015).

The standard uncertainty of parameter y, caused
solely by the standard uncertainty of the input param-
eter xi, can be written as follows:

ui(y) =
∂y

∂xi
u(xi), (16)

where ui(y) – standard uncertainty of the output pa-
rameter y caused by the uncertainty of xi, u(xi) –
standard uncertainty of the input parameter xi,

∂y
∂xi

–

sensitivity coefficient – partial derivative of function y
from parameter xi.

Equation (16) can be rearranged in a following way:

∂y

∂xi
=
ui(y)

u(xi)
= ci. (17)

Quotient ui(y)
u(xi)

can be determined by means of the in-
terval arithmetic formalism, taking uncertainty u(xi)
as the input interval radius rad(xi), while ui(y) as the
radius rad(y) of the interval number y (Eq. (19)), de-
termined by means of the interval analysis of function
y = f(xi) (in accordance with the interval arithmetic
formalism). Then Eq. (17) will be:

∂y

∂xi
=

ui(y)

u(xi)
=

rad(y)

rad(xi)
= ci, (18)

y = y̆ + [−rad(y) + rad(y)]. (19)

Utilising the interval arithmetic formalism, inter-
val y (19) should be determined at the assumed rad(xi)
uncertainty of the parameter – for which the sensitiv-
ity coefficient is to be determined – and at zero values
of interval radiuses of the remaining input parameters.

In a similar fashion the relative sensitivity coeffi-
cients can be calculated:

Wi =
xi
y

∂y

∂xi
. (20)

Using equation (18) equation (20) can be written
as follows:

Wi =
xi
y

∂y

∂xi
=
xi
y

rad(y)

rad(xi)
. (21)

5. Results of the performed investigations

Three samples of barriers were analysed: samples
No. 1 and 2 – of the ‘green wall’ type (Fig. 1) and
sample No. 3 made of aluminium (Fig. 2).

Sample No. 1 ‘green wall’ consisted of the following
layers:

• grate with ribbed steel bars (φ = 8 mm) with
mesh size 200× 200 mm,

• polyethylene mesh with mesh size 7× 7 mm,
thickness – 3 mm,

• mineral wool board with fizelin, density 80 kg/m3,
thickness – 50 mm,

• insulation board, density 1950 kg/m3, thickness –
8 mm,

• mineral wool board with fizelin, density 80 kg/m3,
thickness – 50 mm,

• polyethylene mesh with mesh size 7× 7 mm,
thickness – 3 mm,

• grate with ribbed steel bars (φ = 8 mm) with
mesh size 200× 200 mm.
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Fig. 1. Samples No. 1 and 2 of barriers
of the ‘green wall’ type.

Fig. 2. Sample No. 3 of sound-absorbing panels
of aluminium sheet perforated and profiled.

Sample No. 2 ‘green wall’ consisted of the following
layers:

• grate with ribbed steel bars (φ = 6 mm) with
mesh size 150× 150 mm,

• polyethylene mesh with mesh size 7× 7 mm,
• glass fiber mesh with mesh size 5× 5 mm,
• mineral wool board, density 110 kg/m3, thickness

– 60 mm,

Table 2. Mean values and experimental standard deviation of the mean of reverberation time for empty chamber T1
and the chamber with the sample T2.

Center frequency
of 1/3 octave band

[Hz]

Sample No. 1 ‘green wall’ Sample No. 2 ‘green wall’
Sample No. 3 sound-absorbing

panels of aluminium sheet
perforated and profiled

T1 [s] u(T1) [s] T2 [s] u(T2) [s] T1 [s] u(T1) [s] T2 [s] u(T2) [s] T1 [s] u(T1) [s] T2 [s] u(T2) [s]

100 6.42 0.11 2.14 0.06 6.98 0.10 1.89 0.07 6.63 0.18 1.58 0.04

125 6.37 0.13 2.55 0.04 7.02 0.15 2.36 0.04 6.43 0.25 2.15 0.05

160 5.07 0.10 1.92 0.03 5.10 0.15 1.63 0.05 5.39 0.13 1.71 0.04

200 5.14 0.07 1.99 0.05 5.28 0.10 1.59 0.04 5.07 0.05 1.92 0.05

250 6.21 0.06 2.17 0.04 6.57 0.09 1.84 0.05 6.21 0.08 2.04 0.04

315 6.79 0.07 2.09 0.03 7.05 0.05 1.85 0.03 6.79 0.08 1.97 0.03

400 6.94 0.05 1.88 0.03 7.14 0.06 1.68 0.04 6.85 0.05 1.77 0.02

500 6.86 0.03 1.77 0.03 7.05 0.04 1.69 0.02 6.89 0.06 1.65 0.02

630 6.54 0.04 1.77 0.03 6.66 0.05 1.71 0.02 6.61 0.05 1.64 0.02

800 6.17 0.03 1.75 0.02 6.19 0.04 1.76 0.02 6.28 0.04 1.70 0.02

1000 5.77 0.04 1.80 0.02 5.85 0.03 1.75 0.01 5.85 0.03 1.73 0.02

1250 5.27 0.03 1.80 0.01 5.48 0.02 1.79 0.01 5.39 0.04 1.73 0.02

1600 4.72 0.03 1.73 0.02 5.16 0.03 1.81 0.01 4.92 0.03 1.77 0.01

2000 4.18 0.03 1.66 0.01 4.81 0.02 1.79 0.02 4.37 0.03 1.73 0.01

2500 3.60 0.02 1.60 0.01 4.47 0.02 1.78 0.01 3.82 0.03 1.66 0.01

3150 2.94 0.01 1.47 0.01 3.99 0.02 1.75 0.01 3.11 0.02 1.57 0.01

4000 2.31 0.01 1.29 0.01 3.44 0.01 1.64 0.01 2.49 0.01 1.42 0.01

5000 1.66 0.01 1.07 0.01 2.80 0.01 1.48 0.01 1.81 0.01 1.23 0.01

• concrete slab, density 2000 kg/m3, thickness –
6 mm,

• mineral wool board, density 110 kg/m3, thickness
– 40 mm,

• glass fiber mesh with mesh size 5× 5 mm,
• polyethylene mesh with mesh size 7× 7 mm,
• grate with ribbed steel bars (φ = 6 mm) with

mesh size 150× 150 mm.

Sample No. 3 of sound-absorbing panels of alu-
minium sheet perforated and profiled consisted of the
following layers:

• aluminium sheet perforated and profiled (about
26% perforation), thickness – 1 mm,

• mineral wool board, density 80 kg/m3, thickness
– 50 mm,

• insulation board, density 1950 kg/m3, thickness –
8 mm,

• air gap, thickness – 50 mm,
• aluminium sheet with trapezoidal profile, thick-

ness – 1 mm.

For each sample the reverberation time was mea-
sured in 18 measuring points in the chamber with and
without samples. Then average values and standard
deviations of the mean of the measured reverberation
times T1 and T2 for each 1/3 octave band were evalu-
ated (Table 2).
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The determined average values and standard de-
viations were used for the generation of the probabil-
ity distributions of the measured reverberation times.
The t-Student distribution of n – 1 degrees of freedom,
where n is the number of performed measurements for
each 1/3 octave band (in this case n = 18), was as-
sumed.

5.1. Analysis of the uncertainty contribution of input
parameters to the complex expanded uncertainty

First of all the contribution of the uncertainty of
the reverberation time T1 and T2 measurements to the
expanded uncertainty (for the confidence level 0.95)
of the sound absorption index DLα, was investigated.
The histogram of the index DLα values determined
by means of the Monte Carlo method together with
the determined values of the right and left-sided un-
certainty, caused solely by the uncertainty of parame-
ters T1 and T2, is shown in Fig. 3. It can be observed
that the left and right-sided uncertainties are differ-
ent, which testifies on the asymmetry of the obtained
probability distribution. On account of the fact that
the right-sided uncertainty in the tested uncertainty
distribution is higher than the left-handed, the right-
sided uncertainty is analysed in further sections of this
paper.

Fig. 3. Histogram of the index DLα value determined by
the Monte Carlo method together with determined values
of the right and left-sided uncertainty – sample No. 1 ‘green

wall’ type.

Next, the contribution of the reverberation time
uncertainty in 1/3 octave bands on the uncertainty
of the DLα index determination was investigated.
The contribution of the reverberation time uncer-
tainty measured in the reverberation chamber with-
out the sample was presented in Fig. 4 (black), while
with the sample No. 1 (‘green wall’ type) in Fig. 4
(grey). For this aim the Monte Carlo method as well
as the Reduction Interval Arithmetic were used and
the obtained results were not differing by more than
0.001 dB. The Fig. 4 shows a significantly larger con-

Fig. 4. Contribution of the reverberation time T1 and T2

uncertainty to the expanded uncertainty of the DLα index
– for empty chamber (black) and the chamber with the

sample No. 1 ‘green wall’ type (grey).

tribution to the expanded uncertainty of the DLα in-
dex for the reverberation time uncertainty for chamber
with the sample.

Then the influence of the uncertainty of the sur-
face area measurement on the uncertainty of the single-
number sound absorption evaluation index, was inves-
tigated. Methods described in the Sec. 3 of this pa-
per were applied. The described procedures were per-
formed successively for various values of the uncer-
tainty of the sample length and width measurements
(0.01 m to 0.05 m).

The maximum uncertainty value, 0.05m was as-
sumed on the basis of the experience in the DLa index
investigations carried out in the Department of Me-
chanics and Vibroacoustics, AGH. Figure 5 presents

Fig. 5. Imperfections in making the samples supplied
by their producers.
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imperfections of test samples supplied by producers,
which make impossible to measure accurately the sam-
ple dimensions.

Also the contribution of the uncertainty of mea-
surements of the sample length and width to the ex-
panded uncertainty of the DLα was investigated. The
histogram of the results obtained by the Monte Carlo
method were shown in Fig. 6.

Fig. 6. Histogram of the values generated by the Monte
Carlo method for the expanded uncertainty U(a) = U(b) =
0.05 m, at constant values of the remaining input parame-

ters – sample No. 1, ‘green wall’ type.

The dependence of the DLα index uncertainty on
the measuring uncertainty of the tested sample length,
was also investigated (Fig. 7).

Fig. 7. Dependence of the DLα index uncertainty on the
measuring uncertainty of the tested sample length.

5.2. Relative sensitivity coefficients

Utilising the method described in Sec. 4 the relative
sensitivity coefficients were determined for all input
parameters, needed for the determination of the sound
absorption evaluation index DLα. The list of values of
the relative sensitivity coefficients of individual input
parameters, for the sample No. 1 and 2 (‘green wall’
type) and No. 3 (sound-absorbing panels of aluminium
sheet perforated and profiled), is given in Figs. 8, 9
and 10.

Fig. 8. List of values of the relative sensitivity coefficients
of individual input parameters – sample No. 1, ‘green wall’

type.

Fig. 9. List of values of the relative sensitivity coefficients
of individual input parameters – sample No. 2, ‘green wall’

type.

Fig. 10. List of values of the relative sensitivity coefficients
of individual input parameters – sample No. 3, sound-
absorbing panels of aluminium sheet perforated and pro-

filed.

A significant influence of the uncertainty of the
single-number sound absorption evaluation DLα index
on uncertainties of the tested sample measured dimen-
sions can be observed in all analysed samples. The un-
certainty of the evaluation of the sound absorption co-
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efficient in some 1/3 octave bands is also significant.
Relative values of the sensitivity coefficient for the am-
bient temperature in the reverberation chamber are
also worth noticing. The values of relative sensitivity
coefficients for values for individual parameters depend
on the sample, however, a certain tendency can be ob-
served in the obtained results.

6. Conclusions

The paper presents the analysis of the sensitivity
of the single-number sound absorption evaluation in-
dex, DLα. This type of analysis allowed to select the
input parameters, which uncertainties had a significant
influence on the final uncertainty. It should be noted
that the final uncertainty value depends on the model
and also on the values of the input parameters, and
it is not possible to uniquely determine the universal
values for all types of screens.

Two approaches to the evaluation of the contribu-
tion of uncertainties of individual parameters to the
uncertainty of DLα were presented in the hereby paper.
One approach is based on the propagation of the distri-
bution by the Monte Carlo method, while the second
on the reduction interval arithmetic. The main advan-
tage of these two methods is the lack of assumption
concerning distributions of input and output values.
However, the Monte Carlo method requires a high cal-
culation power and, in consequence, the calculations
are time consuming. On the other hand, at the appli-
cation of the reduction interval arithmetic, precautions
should be taken at selecting the coefficient r, since its
erroneous determination can lead to overestimations of
the output parameters intervals. The results obtained
by both methods of evaluation of uncertainty contri-
bution did not differ by more than 0.001 dB, which –
in acoustic applications – is satisfactory.

The author’s method based on reduction interval
arithmetic was applied for determining the relative
sensitivity coefficients. This method allowed to deter-
mine the influence of the uncertainty of measuring the
sample S area and reverberation time T1 and T2 as
well as the influence of the uncertainty of conditions in
the anechoic chamber (temperature, pressure and hu-
midity), on the uncertainty of determining the single-
number sound absorption evaluation index DLα.
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