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In this paper, a new Multi-Layer Perceptron Neural Network (MLP NN) classifier is proposed for
classifying sonar targets and non-targets from the acoustic backscattered signals. Besides the capabilities
of MLP NNs, it uses Back Propagation (BP) and Gradient Descent (GD) for training; therefore, MLP NNs
face with not only impertinent classification accuracy but also getting stuck in local minima as well as low-
convergence speed. To lift defections, this study uses Adaptive Best Mass Gravitational Search Algorithm
(ABGSA) to train MLP NN. This algorithm develops marginal disadvantage of the GSA using the best-
collected masses within iterations and expediting exploitation phase. To test the proposed classifier, this
algorithm along with the GSA, GD, GA, PSO and compound method (PSOGSA) via three datasets in
various dimensions will be assessed. Assessed metrics include convergence speed, fail probability in local
minimum and classification accuracy. Finally, as a practical application assumed network classifies sonar
dataset. This dataset consists of the backscattered echoes from six different objects: four targets and two
non-targets. Results indicate that the new classifier proposes better output in terms of aforementioned
criteria than whole proposed benchmarks.

Keywords: Multi-Layer Perceptron Neural Network; Adaptive Best Mass Gravitational Search Algo-
rithm; sonar; classification.

1. Introduction

Classification of underwater targets from the acous-
tic backscattered signals includes discrimination be-
tween target and non-target objects as well as the de-
scription of background clutter (Mosavi et al., 2015).
There are a lot of components that complicate this
procedure such as: non-repeatability and alteration of
the target signature with aspect angles, ranging and
grazing angle (Mosavi et al., 2015), challenging nat-
ural and man-made clutter (Pailhas et al., 2012), ef-
fects of latitude and longitude (Williams, Fakiris,

2014), highly variable and reverberant working envi-
ronment (Pan et al., 2014; Zhou, Zhang, 2005), de-
pendency on the water’s temperature, the salinity, the
depth (Aubry et al., 2012) and the lack of any pre-
knowledge about the form and the geometry of the
non-target (Chu, Stanto, 2010).

Having considered mentioned complexities, many
efforts have been made to propose effective classi-
fier in this field (Fei et al., 2015; Kumar et al.,
2015; Blumrosen et al., 2014; Das et al., 2013;
Pearce, Bird, 2013). Recently, using of Multi-Layer
Perceptron (MLP) Neural Networks (NNs) is taken
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into consideration for their significant outcomes (Cui
et al., 2015; Han, Wang, 2014; Souza et al., 2016;
Yegireddi, 2015). High accuracy, versatility, inher-
ently parallel structure, which is very useful in hard-
ware implementation and real-time processing, are
some of the distinguished feature of MLP NNs in the
sonar dataset classification, all of which encourage re-
searchers to use assumed classifier.

The most challenging part of the MLP NNs is
training (Mirjalili et al., 2014). In most appli-
cations, MLP NNs optimized by Back Propagation
(BP) (Auer et al., 2008) or standard BP algorithms
(Moody, Darken, 1989) are used as training meth-
ods. BP algorithm is based on the gradient that
has few drawbacks such as slow convergence rate
(Karayiannis, 1999) and the use of a small search-
ing area (Liu et al., 2014); therefore, it is not reliable
to be used as practical applications. As a result, the
uses of innovative and new meta-heuristic algorithms
have become more typical to resolve above mentioned
problem through the real dataset in recent years.

Regardless of differences between various meta-
heuristic methods, dividing the search process into two
discrete phases, exploration and exploitation, is the
joint feature of them. Finding a proper equivalent be-
tween these two phases is a real challenge when consid-
ering random identity of the meta-heuristic methods.

Gravitational Search Algorithm (GSA) is one of
the methods that has fine performance within review.
This algorithm is inspired by natural gravitational
forces between masses. GSA has indicated a more su-
perior performance in the exploration phase than the
other well-known heuristic algorithms such as Particle
Swarm Optimization (PSO), Ant Colony Optimization
(ACO), and Genetic Algorithm (GA) (Sabri et al.,
2013; Pei et al., 2014; Doraghinejad et al., 2014;
Rahmani et al., 2013; Li et al., 2014; Parsazad et al.,
2013; Li et al., 2012; Han, Chang, 2012; Zhang
et al., 2012; Li, Duan, 2012; Gonzalez et al., 2011;
Sarafrazi et al., 2011). However, as the number of
iterations increases, the search process in GSA slows
down. Considering the increasing effect of the fitness
function on mass, masses get heavier over the itera-
tions. This phenomenon prevents masses from quickly
exploiting the best solutions in subsequent iterations.
Therefore, it appears to be the main drawback of this
algorithm facing height dimension real-world engineer-
ing problems.

When review the literature, combining meta-
heuristic algorithms with GSA is a usual method to
reach a better exploitation ability, the same as in
the hybrids PSO-GSA (Mirjalili, Hashim, 2010;
Gu, Pan, 2013), Combined the Quantum inspired Bi-
nary GSA (QBGSA) with K-Nearest Neighbor (K-NN)
(Han et al., 2013), Hybrid of GSA and Free Search Dif-
ferential Evolution (FSDE) (Liu, Ma, 2013), Hybrid
GA and GSA (HGA-GSA) (Sun, Zhang, 2013), hy-

brid of GSA and Artificial Bee Colony (ABC) (Guo,
2012), K-Means (KM) (Hatamlou et al., 2012), Lo-
cal Search (LS) (Noman, Iba, 2008; Chen et al.,
2005) and Gradient Descent (GD) (Chen et al., 2007;
Meuleau, Dorigo, 2002) have been utilized. All of
these hybrid methods are able to improve performance,
but they cause further computational cost. Normally,
merging two algorithms, the time complexity is worse
than any single because both algorithms should be run
either in sequential or parallel way. Therefore, these
unavoidable problems should be considered, particu-
larly for real-world engineering problems such as sonar
dataset classification.

This paper attempts to enhance the exploitation
phase of GSA with a sorely low-cost technique in
favour to sonar dataset classification. This problem
has been discussed indirectly or directly in previ-
ous researches. Sinaie (2010) dissolved the Travel-
ing Salesman Problem (TSP) with GSA and NN
sequentially. In this method, GSA and NN accom-
plished the exploration and exploitation phases, re-
spectively. For improving the convergence speed of
GSA Shaw et al. (2012) used an opposition-based
training. Chen et al. (2011) used GSA accompanied
by a multi-type local improvement scheme as a local
search operator.

In 2012, Zhang et al. (2012) proposed a new Im-
mune Gravitation Optimization Algorithm (IGOA) to
solve the slow convergence rate in exploitation phase.
Hatamlou et al. (2011) proposed a successive algo-
rithm in such a way that it used GSA for finding a near-
optimal solution and another meta-heuristic algorithm
to improve the solutions taken by GSA. Li and Zhou
(2011) and Mirjalili et al. (2012) merged individual
and social thinking of PSO to GSA to improve ex-
ploitation of GSA.

All these studies indicate that GSA suffers from
poor exploitation phase. Nevertheless, none of them
discuss this problem state in detail. In this paper,
the major reason for the GSA’s poor exploitation is
being further investigated in detail; a comprehensive
low-cost solution is proposed exploiting adaptive coeffi-
cients, so that these coefficients are adaptively updated
based on the best mass obtained as far while consid-
ering classification rate of MLP NN. In other words,
by using the classification rate of MLP NN, the best
mass of GSA is elected. Then, the elected best mass
directs other masses to the global optimum. From this
point forward, this method is named “ABGSA”. To
administer a comprehensive test, in addition to sonar
dataset, the researchers investigate the performance of
designed adaptive classifier on the two other bench-
mark datasets, each with a different dimension which
any of them has a different dimension. Utilizing MLP
NN and ABGSA is based upon following reasons:

• MLP NN is fully capable of working with data,
disable to discriminate in linear form. In the
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meantime, sonar datasets are indiscriminate in lin-
ear form and meet the needs of high dimension
classifier.

• Targets, non-targets and clutter have the same
features; therefore, a pattern capable of discov-
ering searching space completely must be chosen.

• Extra-ability in discovering is the strong point of
the GSA, stronger than the other meta-heuristic
algorithms in such a way that searching space gets
searched by masses of various weights completely.

• Low speed in exploration phase is the weak point
of the GSA. This defection has been resolved by
adaptive best mass within ABGSA.

• Finally, the designed classifier should be able
to classify objects in real-time. MLP NN and
ABGSA have inherently parallel structures; there-
fore by hardware implementation of these two
structures on FPGA platform, the researchers can
reach the goals in real-time classification.

MLP NN is explained in the Sec. 2. MLP NN train-
ing algorithms defined as GSA and ABGSA is analysed
in the Sec. 3. In the Sec. 4, MLP NN is taught by
ABGSA and the results of the simulations are elab-
orated and finally in the Sec. 5 conclusions are pre-
sented.

2. Multi-Layer Perceptron Neural Network

Figure 1 shows a MLP NN with two layers. R is
the number of input nodes, S1 is the number of hidden
neurons and S2 is the number of output neurons. As it
can be seen, there exists one-way connection between
nodes in a MLP NN categorized under the feed-forward
NNs family. The MLP NN outputs are calculated using
the Eq. (1):

n1 = IW ×P + b1, (1)

where IW is the connection weight matrix from the in-
put nodes to the neurons of hidden layer, b1 is the neu-
ron’s bias matrix (in hidden layer), and P is the node’s
input matrix. Each hidden layer neuron’s output is cal-
culated using a sigmoid function as given in Eq. (2):

a1 = Sigmoid(n1) =
1

1 + exp(−n1)
. (2)

Fig. 1. A MLP NN with one hidden layer.

Final outputs after calculating the hidden nodes
output can be defined as:

n1 = IW ×P + b2, (3)

y = Sigmoid(n2) =
1

1 + exp(−n2)
, (4)

where LW is the connection weight matrix from the
hidden layer to the output layer and b2 is the neuron’s
bias matrix in the output layer. The most important
parts of the MLP NNs are the connection weights and
neuron’s biases. As it can be seen from above equa-
tions, the final output of the network is defined by
connection weights and neuron’s biases. Training the
MLP NN includes finding the best values for connec-
tion weights and neuron’s biases, so that the specific
inputs will be obtained from desired outputs.

3. MLP NN training algorithms

In this part, ABGSA which exerted for MLP NN
training will be explained. In doing so, first GSA will
be explained in brief.

3.1. Gravitational Search Algorithm

GSA is inspired by the Newton gravity law. GSA
does searching by the use of factor set (chosen solution)
which have the masses appropriate with their fitness
function. Along iteration, masses absorb each other by
gravitational forces in between’s. The heavier weigh
has more gravitational force. Therefore, the heaviest
mass probably closes to generic optimal. It absorbs the
other masses in proportion to their distances. In this
algorithm, according to Eq. (5) each mass takes the
location in search space as follows (Rashedi et al.,
2009):

Xi = (χ1
i , ..., χ

d
i , ..., χ

n
i ) , i = 1,2, ...,N, (5)

where N equals to the number of masses, n indicates
problem dimension, and χdi posits i-th factor in d-th
dimension of the algorithm. The algorithm starts with
putting all factors in the searching space randomly.
Along all ranges gravitational force from the j-th factor
to i-th factor is defined within definite time t at the
Eq. (6):

F dij(t) = G(t)Mpi(t) ×Maj(t)
Rij(t) + ε

(χdj (t) − χdi (t)), (6)

where Maj(t) indicates active gravitational mass relat-
ing to j-th factor and Mpi(t) indicates passive gravi-
tational mass relating to i-th factor, G(t) is gravity
constant at t time, ε indicates a diminutive constant,
and Rij(t) indicates Euclidean distance between i-th
factor and j-th factor.
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To develop discovering in starting iterations and ex-
ploiting in ending iterations G is designed with adap-
tive compliance. Therefore, it increases along itera-
tions. On the other hand, G stimulates searching fac-
tors to the movement with large pitches, but they are
limited to slack movement with final iteration. The
gravity factor (G) and the Euclidean distance between
i-th factor and j-th factor is calculated through the
following formula:

G(t) = G0 × exp(−a × iter

maxiter
), (7)

Rij(t) = ∥Xi(t), Xj(t)∥2 , (8)

where α indicates decreasing coefficient, G0 indicates
initial gravity constant, and iter indicates the num-
ber of present iterations. Also, maxiter indicates maxi-
mum iteration numbers. Within a problem space with
monotonous dimension for d, total force which exerts
to i-th factor is calculated by the Eq. (9):

F di (t) =
N

∑
j=1,j≠i

rand jF
d
ij(t), (9)

where randj indicates a random figure within definite
range [0, 1]. To pick random pitch movement along-
side gravity force from finally gained force and factor,
random part is put in the formula. This case gets more
miscellaneous treatments and it helps while moving to-
ward search factor. The Newton’s rule has been used
within algorithm where acceleration of the mass equals
to exerted force divided by correspondent mass. There-
fore, the acceleration of all factors is calculated by
Eq. (10):

adi (t) =
F di (t)
Mii(t)

, (10)

where d indicates problem dimension, t indicates a cer-
tain time, Mii indicates inertia mass of i-th factor, and
the speed and situation of the factors are calculated by
the Eqs (11) and (12), respectively:

νdi (t + 1) = rand i × νdi (t) + adi (t), (11)

χdi (t + 1) = χdi (t) + νdi (t + 1). (12)

As can be resulted from the Eqs (11) and (12), cur-
rent speed of the factor is defined as the part of the last
speed to which acceleration is added (0 ≤ rand i ≤ 1).

Since the masses factors are defined by the fitness
function, a factor with the heaviest mass is the most
appropriate factor. According to the above equations,
the heaviest factor gets the highest gravity force and
the lowest kinesis. There is, nonetheless, a direct re-
lation between mass and fitted function, a normalized
method for scaling mass has been taken into consider-
ation, according to following equations:

mi(t) = fiti(t) −worst(t)
best(t) −worst(t) , (13)

Mi(t) = mi(t)
N

∑
j=1

mj(t)
, (14)

where fit i(t) indicates proportional value of i-th factor
at the time of t-th. Also, best (t) is the fittest agent at
time t, and worst (t) is the weakest agent at time t
as follows:

best(t) = min
j∈{1,...,N}

fitj(t), (15)

worst(t) = max
j∈{1,...,N}

fitj(t). (16)

Within GSA, first all factors get installed by ran-
dom values. Along iterations, speeds and positions are
defined by Eqs (11) and (12). Yet, the other param-
eters like gravity constant and masses are defined by
Eqs (7) and (14). Finally, GSA ends up with assessing
the last factor.

3.2. Adaptive Best Mass Gravitational
Search Algorithm

Within GSA gravity constant (G) sets masses
speedup in such a way that with that solutions
vary their locations in solution space. According to
(Rashedi et al., 2009), great G leads into high accel-
eration caused by fast kinesis of the mass within the
primitive iterations. Yet, G repeatedly increases and
it helps GSA during exploration period (Mirjalili,
Lewis, 2014). Therefore, exploration phases coinci-
dence with weaker gravity force and heavier masses.
Unfortunately, the heavier masses with slow kinesis
and weaker gravity force decreases convergence speed
remarkably. Therefore, it seems that GSA suffers from
slow searching speed led by these factors in exploration
phase.

As it can been seen in Fig. 2a, M1 and M3 masses
get absorbed from M2 mass in t+1 and t+2 iterations.
Yet, these two masses absorb M2 and move it away
from minimal value slowly. The particles approach to
minimal values any way, but they compulsorily are not
able to accelerate moving toward optimum values. It
is remarkable to say that GSA has no memory to save
the best ever obtained solution. Therefore, the best so-
lution might miss so that the best mass gets absorbed
with the other less fitted masses.

The main idea of the ABGSA is to save and use
the best mass location for accelerating in exploita-
tion phase. Figure 2b indicates using the best solu-
tion for accelerating masses movement toward optimal
values. As it can be seen therein, the Gbest element
exerts additional speed element toward the last known
location for the best mass. By using this, ‘Gbest ex-
ternal force’ prevents masses from falling to the local
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a)

b)

Fig. 2. Masses movement: a) GSA method and b) ABGSA method.

optimums. There are two advantages of this method:
first, accelerating particle movement toward the loca-
tion of the best mass- it helps them surpassing and
reaching for the best mass in the next iteration sec-
ond, the best recent obtained solution gets saved for
using the next iterations. The presented method is sim-
ulated via Eq. (17):

Vi(t + 1) = rand × Vi(t) + c′1 × aci(t)

+ c′2 × (gbest −Xi(t)). (17)

In this equation, Vi(t) indicates the speed of i-th
factor in t-th iteration, c′1 and c′2 indicate the coefficient
of acceleration, rand is a random figure between zero
and one, aci(t) indicates the acceleration of the i-th
factor in t-th iteration, and Gbest is the position of the
best updated and obtained solution. In Eq. (17), the

second element (c′2×(gbest −Xi(t)) takes the responsi-
bility of masses toward the best mass that obtains till
t time. The distance of each mass from the best mass
can be calculated by gbest −Xi(t). The ultimate force
toward the best mass in random part is the distance
by which is defined c′2 that is ultimate external force
exerted over each mass. In any iteration, the position
of the masses are updating via Eq. (18):

Xi(t + 1) =Xi(t) + Vi(t + 1). (18)

The constant element added in this method, have
negative effect at exploring phase. As it can be seen in
Fig. 3, adaptive values for c′1 and c′2 are used to avoid
reducing exploration capability in new speed updating.
When algorithm reaches for exploitation phase, c′1 de-
creases and c′2 increases by adaptive way in such a man-
ner that masses intend to speed up toward the best so-
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Fig. 3. c′2 and c′1 coefficient curve.

lution. There is no border between exploration phase
and exploitation phase in evolutionary algorithms.

The best choice to gradually transition between two
phases is adaptive method. Additionally, this adaptive
approach focuses on exploring in the first iterations
and exploiting in the last iterations.

4. Training MLP NN using ABGSA

Generally, there are three methods to present com-
bination of passive elements: a) vector, b) matrix, and
c) binary state (Mirjalili, 2015). As an example of
encoding method, the final vector of MLP NN is shown
in Fig. 4 given by Eq. (19)

Mass = [w15 w16 ... w810 w910 b1 b2 b3 b4 b5 b6] . (19)

The general trend in the training MLP NN by
ABGSA is shown in Fig. 5.

Fig. 4. MLP NN (4, 5, 1) structure.

Fig. 5. Training an MLP NN using ABGSA.

4.1. Setting and Testing Parameters

To test ABGSA algorithm usefulness in train-
ing MLP NN, this network was not only trained by
ABGSA algorithm, but also by GD, GSA, PSO, GA
and PSOGSA. Designed classifiers get exerted on data
of sonar, Iris, and Lenses (as described in Table 1).
Initial values and parameters of this algorithm are
shown in Table 2. The obtained identity of classifiers
in terms of classification rate, convergence speed, and
stuck avoiding in local optimum were tested.

Each network was tested 10 times. To do a fair
comparison, all algorithms are stopped when the max-
imum number of iterations reaches 250. Since there
is no established standard for choosing the number of
hidden nodes in classification of the datasets, based on
the structure of MLP NNs, the proposed method in
(Mirjalili, 2015) and Eq. (20) is used

H = 2 ×N + 1, (20)

where N represents the number of inputs and H indi-
cates the number of hidden nodes. The average (AVE)
and Standard Deviation (STD) of Mean Square Er-
ror (MSE) in table of results are calculated. To reach
a greater capability of the algorithm and to avoid lo-
cal minimum, the value of AVE±STD must be lower.
AVE shows the average of MSE over 10 runs and by
reaching a lower value for AVE the greater capabil-
ity of the algorithm, to avoid reaching local optimum
and finding solutions near the global optimum, is indi-
cated.

Average value of the two algorithms can be equal
although their performances in finding the global op-
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Table 1. Datasets used in the paper.

Name Data type Default task Attribute characteristics # Attributes # Instances Year

Iris Classification Multivariate Real 4 150 1988

Lenses Classification Multivariate Categorical 4 24 1990

Sonar Classification Multivariate Real 23 200 2015

Table 2. Parameters and initial values of the applied algorithms.

Algorithm Parameter Value

PSO

Topology Fully connected

Cognitive constant (C1) 1

Social constant (C2) 1

Inertia constant (w) 0.3

Maximum number of iterations 250

GD
Population size 200

Learning factor (η) 0.01

ABGSA

c′1 (−2t3/T 3
) + 2

c′2 2t3/T 3

G0 1

Maximum number of iterations 250

GSA

Number of masses 70

α 20

Number of masses 70

Gravitational constant 1

Maximum number of iterations 250

timum in each run are different. Because of this rea-
son, AVE is not a good parameter alone and another
parameter like STD will help specify the dispersion
of results. To have a lower dispersion of results, the
STD must be lower. Therefore, it is normal to show
the ability of an algorithm in avoiding local mini-
mum by adding the two mentioned parameters to-
gether (AVE±STD).

According to Derrac et al. (2011), statistical tests
are needed to have an adequate evaluation of perfor-
mance of meta-heuristic algorithms. Comparing algo-
rithms according to their means and standard devi-
ations values is not enough and a statistical test is
needed to demonstrate a remarkable improvement of
a new algorithm in comparison to the other existing al-
gorithms to solve a particular problem. In order to see
whether the results of ABGSA differ from PSO, GSA,
GD, GA and PSOGSA in a statistically significant way,
a non-parametric statistical test, Wilcoxon’s rank-sum
test (Wilcoxon, 1945) was administered at 5% signif-
icance level. The calculated p-values in the Wilcoxon’s
rank-sum are given in the results as well. In Tables 3–5,
N/A demonstrates “Not Applicable” which means that
the corresponding algorithm cannot be compared with
itself in the rank-sum test. Conventionally, p-values less
than 0.05 are considered as strong evidence against

the null hypothesis. Note that p-values greater than
0.05 are underlined in Tables 3–5. Another compar-
ative measure shown in the results is classification
rates.

4.2. Iris dataset

The dataset includes four features of three types of
flowers which are named Setosa, Versicolor, and Vir-
ginica. These four features are the latitude and lon-
gitude of the leaves and bowl petals. For each type of
flower, there are fifty samples. So, there are wholly 150
samples and each of which has four features (Gorman,
Sejnowski, 1998). MLP NN solved this dataset with
the structure (4, 9, 3).

Table 3 shows the results of training algorithms to
solve this dataset. On account of this dataset, the re-
sults show that ABGSA based-classifier has a better
performance to avoid reaching local minimum in com-
parison to the other algorithms; according to the re-
sults of AVE, STD, and p-values. In addition, percent-
age of classification for the samples was approximately
96.2667% that was better than the other algorithms.
The convergence curves for this dataset are shown in
Fig. 6a. It demonstrates that the convergence curve of
ABGSA classifier is better than the other algorithms.
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Table 3. Experimental results for Iris dataset.

Algorithm MSE (AVE±STD) p-values Classification rate [%]

MLPABGSA 0.0291± 0.0667 N/A 96.2667

MLPPSO 0.0640± 0.2666 0.0079 93.6667

MLPGSA 0.0776± 0.0072 0.0079 92.4667

MLPGD 0.1025± 0.0323 6.39e–05 88.9333

MLPGA 0.0899± 0.1236 6.39e–05 89.3333

a) b)

Fig. 6. Convergence curves of the algorithms: a) Iris dataset and b) Lenses dataset.

4.3. Lenses dataset

Having determined the attributes of the clients, the
lenses dataset attempted to predict whether a person
would need a soft-contact lenses or hard-contact one or
no contact. The dataset has four attributes as patient
age, spectacle prescription, astigmatism notion, and
tear production rate data. There is also an extra at-
tribute which is a three-value class to give appropriate
lenses prescription to a patient (hard-contact lenses,
soft contact lenses, no contact). Now, the dataset con-
sists of 24 samples and class distributions of it are as
4 samples for hard-contact lenses, 5 samples for soft-
contact lenses, and 15 samples for non-contact lenses
(Gorman, Sejnowski, 1998). Table 4 and Fig. 6b

Table 4. Experimental results for Lenses dataset.

Algorithm MSE (AVE±STD) p-values Classification rate [%]

MLPABGSA 8.09e–157± 1.51e–42 N/A 100

MLPPSO 0.0949± 0.0787 0.0159 94.1547

MLPGSA 0.0068± 0.0310 8.6974e–14 99.4112

MLPGD 0.1658e–27± 0.0745 0.0079 97.5333

MLPGA 0.0677± 0.0489 0.0453 98.4328

show the results of training algorithms to solve this
dataset.

According to the Table 4, MLPABGSA has the best
performance based upon three statistical characteris-
tics (STD, AVE and p-value). Therefore, it also shows
a good ability to solve these kinds of datasets (dataset
with few samples) in favour of not reaching local min-
imum more than the other algorithms.

4.4. Sonar dataset

As it can be seen in Fig. 7, the new dataset used in
the study has been obtained from a special sonobuoy
(Naseri, 2015). In this study six objects, including
four targets and two non-targets, are laid on the sandy
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a) b)

c)

Fig. 7. The simple geometry of the experiment: a) target position, b) non-target position, and c) a simple shape
of the sample transmitted and received signal and in subsequent stages of its analysis.

sea bottom. A simple geometry of the sonobuoy, tar-
gets, and non-targets is shown in Fig. 7a and Fig. 7b. In
this experiment, the transmitted signal is Wide-Band
Linear Frequency Modulated Pulse (WLFM) that cov-
ers frequency from five to a hundred and ten. Targets
laid on the sea bottom rotate as much as 180 degrees
as they have one-degree interval accuracy by an elec-
tromotor. The backscattered echoes are accumulated
from 10 meters away from the targets.

A set of 200 echoes out of 1000 echoes is cho-
sen on the basis of specular return strength (8.0 to
15.0 dB signal-to-noise ratio). Each temporal return

having a target-like echo (with 6.0 to 8.0 signal-to-
noise ratio) considered as clutter. Of the 200 chosen
samples, a number of 120 samples belong to targets
(30 samples for each target) and the rest belong to
non-targets (40 samples for each non-target). A mean
of 10 echoes is chosen from each aspect angle.

Regarding massive raw data obtained from previ-
ous stage, the above mentioned massive calculation will
be expected. To ease calculation complexity, relating to
classifying and extracting feature, it is essential to de-
tect targets out of total received data. To implement
this, the intensity of the received signal is used. It is in-
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evitable to consider multi-path propagation, secondary
reflections, and reverberation due to shoal of the re-
gion. The researcher attempts to eliminate trajectory
after detecting stage and before extracting feature by
applying a matched filter.

Afterwards, the researcher proceeds to regain main
backscattered signal by means of inverse filter. The
reason behind this stage is that separating trajectories
in matched filter domain is much easier than time do-
main. The event of pre-processing takes place in four
stages as follow:

1) Scaling: It converts raw signal into rapid signal
due to eliminating filter and boosting gain- effect
at accumulating stage.

2) Down Sampling: Main sampling rate is 2 MHz
which highly surpasses main signal band width.
To reduce sampling rate in such a way that useful
data does not miss, reference (Preston, 2004)
has been applied. Based upon this reference, by

a)

b)

Fig. 8. Samples of backscattered signal: a) targets 1–4, and b) non-targets 1, 2.

means of environmental data such as water depth,
functional frequency, area under exploitation etc.,
few fixed points are selected at sampling stage.
Here 2048 points are chosen not to waste useful
data from which extract feature.

3) Multi-path and Artificial Elimination Pro-
cess: In this method, by means of randomly cross-
correlating the backscattered signal the position
of maximum matched filter output, named x, is
determined at each angle. Afterwards, a window
covering [x− left: x+right] exerts over signal. This
area includes right = 300 and left = 211 that ul-
timately form a window of 512 points. To main-
tain quantity of the main signal, this signal is seg-
mented and zero padded and to eliminate the ef-
fect of transmitted signal, inversed filtering is done
by Eq. (21):

H(k) = X(k)
∣X(k)∣2 + c

, (21)
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wherein X(k) is Fourier transform of the trans-
mitted signal and c = 0.0025 ⋅ max(∣X(k)∣2) is
added to equation to eliminate singularity prob-
lem. The output of recent signal is pure subtrac-
tion without trajectory effect.

4) Normalization: Any target scales in such a way
that each takes the same target strength finally.
To do so, each backscattered signal is dividend
through Signal Reference Amplitude (SRA) which
is the largest amplitude and less than 90% of the
maximum amplitude of whole aspects for interest-
ing target. Samples of backscattered signal from
various targets and non-targets are indicated in
Fig. 8. They are frequency’s function and target
bearing.

4.4.1. Feature extraction

After pre-processing and receiving detected frames
which comprise of the sound of backscattered signal,
detected sounds are delivered to the feature extraction
stage, and trajectory effect of these sounds is elimi-
nated and transformed into frequency domain under
the name S(k). At this stage, energy spectrum is de-
termined by Eq. (22):

∣S(k)∣2 = S2
r (k) + S2

i (k), (22)

where Sr(k) and Si(k) are real and imagery Fourier
transform of the detected signal. Then energy spec-
trum ∣S(k)∣2 is filtered by Mel-scaled triangular fil-
ter. The output energy of l-th filter is determined by
Eq. (23):

Fig. 9. Block diagram for all stages.

E(l) =
N−1

∑
k=0

∣S(k)∣2Hl(k), (23)

where N indicates the number of discrete frequencies
used in pre-processing at FFT conversion and Hl(k)
is the filter transfer function in such a way that l =
0,1, ...,M .

The dynamic range of the filtered energy spectrum
at Mel-filtered energy spectrum is compacted by loga-
rithm function through Eq. (24):

e(l) = log(E(l)). (24)

Eventually, Mel-Frequency Cepstral Coefficients
(MFCCs) are calculated by moving back to time do-
main and using Discrete Cosine Transform (DCT)
through Eq. (25):

c(n) =
M

∑
l=1

e(l) cos(n(l − 0.5) π
M

) . (25)

Upon this, for each detected target, feature vector
takes the form as Eq. (26):

Xm = [c(0) c(1) ... c(P − 1)]T. (26)

All above stages within pre-processing and feature
extracting are shown in Fig. 9 schematically. Finally,
after software verification, FPGA implementation of
all stages was done. Xilinx Virtex 7 was used for this
goal. An experimental sample setup for all procedures
is indicated in Fig. 10.
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Fig. 10. Experimental test setup.

4.4.2. Sonar targets classifications

After pre-processing sonar backed-echoes and ob-
taining normalized dataset between 0 and 1, having
been trained by various algorithms, dataset of 200 ⋅ 23
(200 samples have 23 features) are exerted in MLP NN.
Outputs are illustrated in Fig. 11 and Table 5.

As it can be seen in Table 5, ABGSA algorithm
with 95.2015 takes the best result and GD algo-

Fig. 11. Classification rate and convergence speed of the various algorithms exerted on sonar dataset.

Table 5. Experimental results for sonar dataset.

Algorithm MSE (AVE±STD) p-values Classification rate [%]

MLPABGSA 0.083e–2± 0.0082 N/A 95.2015

MLPPSO 0.1311± 0.1076 7.2239e–04 92.9512

MLPGSA 0.1049± 0.0965 9.2798e–20 94.0969

MLPGD 0.2427± 0.1064 0.0039 81.9333

MLPGA 0.0794± 0.0112 0.0079 91.8067

rithm with 81.9333 takes the weakest operation. Re-
garding periodical identity, extra local maximum and
minimum possibility of falling in local maximum is
too high for algorithm such as GD. The weak result
of GD algorithm confirms this statement; whereas
algorithms such as ABGSA, GSA, GA and PSO with
random identities and no use of differentiations have
better functions than any other algorithms. From
another side, it can be seen that in experiment, GSA
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and ABGSA algorithms due to high capability in de-
tecting targets reach for better results in this kind of
dataset. As mentioned before sonar dataset due to cov-
ering whole searching space for classifying, requires al-
gorithm strong in detection phase. Algorithms of GSA
family are better than the other meta-heuristic ones.
Regarding Fig. 11, it can be seen that ABGSA algo-
rithm used the best mass and developed function in
exploitation phase has better results than the other
algorithms even GSA.

5. Conclusions

In this study, a new proposed meta-heuristic algo-
rithm entitled ABGSA for training MLP NN was ap-
plied. For measuring designed classifier, dataset from
Iris, Lenses, and sonar have been used and obtained
results were compared with features of GD, PSO, GA,
and GSA algorithms. As mentioned before GSA algo-
rithm has high capability in exploration phase that is
why this algorithm is used for sonar datasets which
needs high dimensions requirement. Developed algo-
rithm known as ABGSA for training MLP NN was ap-
plied due to defection of the GSA in exploration phase.
Results indicated that ABGSA algorithm presents, in
comparison with featured algorithms, much better out-
puts in terms of convergence speed, capability of avoid-
ing from falling into the local minimums, and classifi-
cation accuracy. Obtained results also indicated that
classification rate from dataset of Iris, Lenses, and
sonar due to the usage of designed classifiers with
ABGSA (MLPABGSA) (in comparison with classic
GSA algorithm) have been increased to 3.8, 0.6, and
1.2, respectively.
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