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An experiment was conducted to explore the effect of the pitch strength of pure tones constituting
a dyad on the accuracy of musical interval identification. Pitch strength was controlled by presenting
the intervals in different frequency regions and varying their duration. The intervals were organized
into 18 blocks made up by a combination of three octaves: the second (65.4-130.8 Hz), the fourth (261.6—-
523.3 Hz), and the sixth octave (1047—2093 Hz), and six tone durations, ranging 50-2000 ms in the second
octave, and 10-500 ms in the two higher ones. The results indicate that interval identification improves
with increasing pitch strength of the interval’s component tones. The identification scores were much
lower in the second octave than in the two higher ones and in all octaves identification worsened as the
interval’s duration was shortened. The intervals were most often confused with intervals of similar size
rather than with their inversions and intervals of similar sonic character. This finding suggests that the
main cue for the identification of harmonic intervals is the pitch distance between two tones. However,
in the low pitch range, when the tone pitches are less salient, the impression of consonance may become
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a helpful, although not very effective cue.
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1. Introduction

This article reports a study carried out to explore
two aspects of musical interval identification: (1) the
effect of the pitch strength of two tones constituting
a dyad on the accuracy with which musicians identify
harmonic musical intervals, (2) the possible influence of
different sonic characteristics used as perceptual cues
for the identification of harmonic intervals. Most stud-
ies of musical interval identification, published to date,
were concerned with melodic intervals and only a few
of them explored the identification of harmonic inter-
vals made up of a pair of complex tones (PLOMP et al.,
1973; KiLLAM et al., 1975; SAMPLASKI, 2005) or pure
tones (PLOMP et al., 1973). The rankings of intervals
according to identification scores obtained in published
studies were generally in poor agreement. The only
consistency across the studies was that the octave and
the fifth were among the intervals with the highest
identification scores in experiments of PLOMP et al.
(1973) and KiLLAM et al. (1975), but the rank order of
other intervals differed in those studies. Relatively bet-
ter identification of the octave and the fifth suggests

that identification could be facilitated by the conso-
nant character of those intervals. However, the data
reported by SAMPLASKI (2005) did not support such
an inference; he found that identification was gener-
ally better for smaller than for larger intervals and the
most readily identified interval was the minor second.

Pitch strength, the sensation explored in the
present study in relation to identification of musical
intervals, denotes how pronounced and clear is the
pitch of a tone perceived by the listener (RAKOWSKI,
1977; FasTL, STOLL, 1979). The sensation of pitch
strength, also called pitch salience, depends on the
tone’s frequency and spectrum. Direct estimations of
pitch strength (Hs1EH, SABERI, 2007; RAKOWSKI, RO-
GOWSKI, 2009; ROCGALA, 2010) as well as indirect esti-
mations derived from the difference threshold for fre-
quency (see MICHEYL et al., 2012 for a review) have
demonstrated that low-pitched tones, at frequencies
ranging up to about 200 Hz, generally produce less
salient pitch sensation than tones of higher frequen-
cies. Frequency discrimination threshold, expressed as
the just noticeable pitch interval in cents, markedly
increases with decreasing tone frequency below 200 Hz
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(WIER et al., 1977; RAKOWSKI, MISKIEWICZ, 2002)
which means that a tone’s pitch becomes less salient
and less pronounced than the pitch of higher-frequency
tones. Similar findings of a weaker pitch of the low
frequency tones were also observed in a study of the
pitch strength of musical instrument tones conducted
with the use of absolute magnitude estimation method
(ROGALA, 2008) as well as in the studies in which mu-
sically trained listeners identified the notes of a melody
made up of synthetic complex tones (PRESSNITZER
et al., 2001) or musical instrument sound samples
(ROGALA, 2010).

Studies of the dependence of pitch strength on the
sound spectrum have shown that pure tones and har-
monic complex tones produce more salient and more
pronounced pitch sensation than inharmonic complex
tones and sounds with broadband continuous spec-
tra; published data indicate that pitch strength de-
creases as a continuous sound spectrum is broadened
(FASTL, STOLL, 1979; FASTL, 1998; RAKOWSKI, 2000).
The effect of sound spectrum on the sensation of pitch
strength is also clearly apparent in the case of short
tones; as a tone burst is shortened below about 200 ms
its pitch becomes less salient. One factor that weakens
the sensation of pitch of very short tones is the spec-
tral splatter of energy (RONKEN, 1971; MOORE, 1973;
FrREYMAN, NELSON, 1985; HARTMANN et al., 1985;
RoGALA, 2008; 2010; MICHEYL et al., 2012). Varying
the duration of a tone burst is therefore a convenient
way to produce test signals having the same pitch and
different pitch strength. Such a method was used in
the current study.

Harmonic musical intervals may be identified by
different cues, depending on which characteristics of
a dyad’s sound a listener focuses attention. One possi-
ble way of identifying an interval is to listen to a dyad
analytically, hear out its two component tones, and
estimate the pitch distance between them (PRATT,
1928). One may also listen to a dyad holistically, pay
less attention to its component pitches, and identify
the interval upon its distinctive overall sound char-
acter, called the “interval quale” by some authors
(MURSELL, 1932; BUuTRAM, 1969). The same person
may therefore use different listening strategies for in-
terval identification depending on which of them is eas-
ier or more effective in a given case.

BUTRAM (1969) demonstrated that the listening
mode, analytic vs. holistic, has a pronounced effect on
the accuracy of interval identification and found that
the percentage of correct responses was much lower
when identification was based on holistic listening.
He also reported that the identification accuracy de-
pended on the interval’s relative distinctness. Relative
distinctness denotes the degree of difficulty with which
musicians identify an interval, a property also called
“Interval strength” in more recent studies (RAKOWSKI,
MISKIEWICZ, 1985; RAKOWSKI, 1990).

Much insight into the perceptual mechanism of in-
terval identification may be gained from an analysis of
errors made by the listeners in an experiment. When
identification is based on an estimation of the pitch
distance between two simultaneous tones one may ex-
pect that the subjects would confuse adjacent inter-
vals on the interval size scale. When the pitches of the
two tones are difficult to hear out and the subjects
are forced to listen to the dyads holistically, the most
likely error would be confusion of intervals of similar
sonic character, for example, similar degree of conso-
nance.

PLOMP et al. (1973) explored the perceptual foun-
dations of interval identification by examining the con-
fusion matrices showing the number of responses in
which each of the response categories was assigned to
each interval. The most frequent error was confusion
of the adjacent intervals in their experiment. The au-
thors’ explanation for this finding was that the inter-
vals were confused in terms of their width rather than
frequency-ratio similarity. In a subsequent study KIL-
LAM et al. (1975) argued against such an inference as
they found that incorrect responses were not symmet-
rically distributed around the intervals and tended to
cluster at the interval with the same number name.

The present study further explores the perceptual
foundations of the identification of harmonic musi-
cal intervals in an experiment conducted with the use
of pure-tone dyads. Identification accuracy of the in-
tervals was determined under conditions of controlled
pitch strength. Pitch strength was manipulated in two
ways: by varying the tone duration of the intervals and
by presenting them in various octaves. The data ob-
tained in the experiment were also used to examine, by
an analysis of the distribution of identification errors,
the perceptual cues used by the listeners for interval
identification.

2. Method
2.1. Stimuli and apparatus

The sound stimuli were pure-tone dyads consti-
tuting 13 musical intervals in equal tempered tun-
ing, ranging from unison to octave. The intervals
were presented in the second (65.4-130.8 Hz), the
fourth (261.6-523.3 Hz), and the sixth octave (1047-
2093 Hz). The geometric mean of the two tone frequen-
cies forming an interval always corresponded to the
frequency of note F sharp in a given octave, that is
92.5 Hz (F#2), 370 Hz (F#4), and 1480 Hz (F#6); as
a result of such a rule, different intervals never shared
a common tone of the same pitch.

When an interval spanned an even number of semi-
tones its tone frequencies corresponded to the equal
tempered scale based on the concert pitch standard
(A4 = 440 Hz). The tone frequencies of the intervals
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containing an odd number of semitones differed from
the standard pitch scale by a half of a semitone. Such
a departure from the 440-Hz standard should not have
any influence on interval identification scores as it
was presumed that the experiment would be run only
on listeners with relative pitch who cannot identify
the musical pitches without reference to an external
standard.

The intervals were presented in sets of different tone
duration: 50, 100, 200, 500, 1000, and 2000 ms in the
second octave, and 10, 20, 50, 100, 200, and 500 ms in
the fourth and in the sixth octave. The results of a pilot
test have demonstrated that it is virtually impossible
to identify musical intervals in 10-ms and 20-ms dyads
in the second octave, encompassing a frequency range
of 65.4-130.8 Hz. The duration of such short dyads is
comparable with the tone periods ranging from 7.6 ms
(130.8 Hz) to 15.3 ms (65.4 Hz) and causes substantial
spectral splatter. To compensate, at least to some ex-
tent, for the influence of longer tone periods on the
accuracy of interval identification in the lowest pitch
register, the dyads were lengthened to a range of 50—
2000 ms in the second octave.

All dyads had a squared-cosine rise and fall. The
rise and fall time, measured between 10% and 90% of
signal amplitude, corresponded to 10% of the overall
signal duration for 200-ms and shorter dyads and 5%
of duration for dyads longer than 200 ms.

Listening sessions were carried out in a sound-
attenuating booth. Stimulus generation was controlled
by a PC-compatible computer with a signal processor
(TDT AP2). The pairs of tones forming the intervals
were generated through a D/A converter (TDT DD1)
with a 50-kHz sampling rate. The signal from the D/A
output was low-pass filtered (TDT FT5, f. = 20 kHz,
135 dB/octave), attenuated (TDT PA4), and led to
a headphone amplifier (TDT HB 6) which fed two ear-
phones of a Beyerdynamic DT 911 headset.

All intervals were presented diotically at a loud-
ness level of about 65 phons. Signal levels producing
a 65-phon loudness level were determined by measur-
ing the calculated loudness of each interval reproduced
through the earphone, and adjusting the playback level
with an attenuator. Loudness was measured with the
use of an artificial ear (B&K, type 4153) coupled with
a 1/s-inch microphone (B&K, type 4134), and a spec-
trum analyzer (B&K, type 4144) equipped with loud-
ness calculation software (ISO, 1966). Earphone cali-
bration level was 103.8 dB SPL for an input of 1 V rms.

2.2. Listeners

Fifteen young musicians, 8 male and 7 female, par-
ticipated in the study and were paid for their services.
Twelve of them were students at the Fryderyk Chopin
University of Music, majors in sound engineering, one
was a young ear training teacher, and two were gradu-

ates of secondary music schools. All listeners had com-
pleted at least 12 years of ear training courses during
their musical education. None of them possessed ab-
solute pitch. The listeners reported that they had no
hearing limitations or previous hearing disorders.

2.3. Procedure

The listener activated each presentation of an in-
terval by pressing a button on the response box in the
booth, listened to the sound, and wrote down the in-
terval name on an answer sheet using any symbols that
were convenient to him/her. At each trial the interval
was presented only once, but no time limit was set in
which the listener had to respond. After writing down
the answer the listener activated the presentation of
a next interval.

A single series of trials comprised 65 dyads (13 in-
tervals x 5 presentations) of the same duration, pre-
sented in a given octave. Such a series was played back
in 18 variations (six tone durations x three octaves)
in the experiment. The listeners were not given any
instructions as to what cues to use for interval identifi-
cation but were informed that each series consisted of
13 within-octave intervals. The order of intervals was
quasi-random in a series with a rule that two identical
intervals never followed immediately one after another.
During one session each listener typically completed
46 series of 65 trials. The series were presented in
random order during a session.

3. Results

Figure 1 shows the percentage of correct identifica-
tions of musical intervals as a function of tone duration.
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Fig. 1. Percentage of correct identifications of musical in-
tervals as a function of tone duration. Filled symbols show
the group means calculated for 15 listeners, for intervals
presented in the second octave (squares), the fourth octave
(circles), and in the sixth octave (triangles). The error bars
indicate one standard deviation of individual means around
the group mean. Open circles show the identification scores
reported by PLOMP et al., (1973) for pure-tone harmonic
intervals in the fourth octave.
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Filled symbols show the data obtained for intervals
presented in the second, the fourth, and in the sixth oc-
tave. The data are group means for 15 listeners pooled
across 13 intervals in each octave. Each data point
shows the percentage of correct responses in a set of
975 judgments (13 intervals x 15 listeners x 5 repeti-
tions) for a given tone duration. The error bars indicate
one standard deviation of individual means around the
group mean. Figure 1 also shows, for comparison, the
identification scores reported by PLOMP et al. (1973)
for pure-tone harmonic intervals in the fourth octave
(open circles).

In Fig. 2 (left panel), the identification scores from
Fig. 1 are plotted against the pitch strength of the to-
nes that formed the intervals. The ordinate of the data
points in both panels is the percentage of correct inter-
val identifications replotted from Fig. 1. The abscissa
in the left panel is a pitch strength scale derived from
a pitch-naming test conducted by HSIEH and SABERI
(2007) on a group of musicians with absolute pitch.
The abscissa of each data point is the percentage of
correct pitch identifications obtained for tones having
the same duration and belonging to the same pitch reg-
ister as the intervals in the present study. As the stim-
uli in HSIEH and SABERI (2007) experiment did not
include 200-ms and 500-ms tone bursts, the interval
identification scores for those durations were omitted
on the graphs.

The right panel of Fig. 2 presents a similar plot of
interval identification scores against a pitch strength
scale determined by ROGALA (2008) with the use of
the absolute magnitude estimation method. The listen-
ers assigned in her experiment numerical values to the
perceived pitch strength of 1-kHz tone bursts, ranging

from 1 to 500 ms in duration. The magnitude of pitch
strength was calculated for each tone duration as the
percentage of the pitch strength maximum obtained in
the experiment. The frequency of a 1-kHz tone approx-
imately corresponds to note C6 (1047 Hz) therefore the
right panel in Fig. 2 shows only the identification scores
for intervals in the sixth octave.

To determine the correlation between pitch
strength and interval identification Pearson’s correla-
tion coefficients were calculated for the pitch strength
values determined by HSIEH and SABERI (2007)
and the interval identification scores obtained in the
present experiment. The correlation coefficient values
ranged from 0.84 to 0.98 for individual intervals and
were statistically significant at a 0.01 level.

The data plotted in Fig. 1 show that the percent-
age of correct interval identifications monotonically
increases with tone duration, toward an asymptotic
limit. A one-way ANOVA with repeated measures was
applied to determine if there were any tone durations
between which the identification scores were not sta-
tistically significant and could be pooled together. The
results of ANOVA indicated that the differences be-
tween the mean percentages of correct identifications
were not significant (p > 0.05) for the three longest
tone durations in each octave therefore the scores ob-
tained for those durations were combined in further
analyses.

Figure 3 shows the percentage of correct identifica-
tions for individual intervals in three octaves. For each
interval plotted are the means of identification scores
across the three longest tone durations, ¢.e., 500, 1000,
and 2000 ms in octave 2, and 100, 200, and 500 ms in
octaves 4 and 6.

» 100 T T T 100 T 1 T T T

c

-(g“ A 6th octave n A 6th octave A

® 4th octave

E;f:) 80 |- B 2nd octave [\ ] 80 |- A A ]

5 A A

2 [ ]

g 60 - = 60 B

E A A

o

Q 40 f 1 a0 | i

S}

Q - ]

g [ ]

Tt 20 | L 4 20| A i

2 [ ]

8 u

o 0 L1 [ I 0 L1 ! [
0 20 40 60 80 100 0 20 40 60 80 100

Pitch Strength (%)

Pitch Strength (%)

Fig. 2. Group mean interval identification scores replotted from Fig. 1 presented

against the pitch strength of the tones that made up an interval. The abscissa in

the left panel represents the pitch strength values determined for short pure tones

by HsiEH and SABERI (2007) in a pitch-naming test conducted on musicians with

absolute pitch. The abscissa in the right panel is the pitch strength of 1-kHz tone

bursts, ranging from 1 to 500 ms in duration, determined by RoGALA (2008) with
the use of the absolute magnitude estimation method.
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Fig. 3. Percentage of correct identifications of musical inter-

vals. Group means obtained for intervals presented in the

second octave (squares), the fourth octave (circles), and in
the sixth octave (triangles).

In Fig. 4, the results obtained for intervals in the
fourth octave, group means pooled across tone dura-
tions of 100, 200, and 500 ms, are compared with inter-
val identification scores reported by other authors for
a similar frequency range, for 120-ms pure tone and
harmonic complex tones dyads (PLOMP et al., 1973),
harmonic complex tone dyads of 100- and 200-ms du-
ration (KiLLAM et al., 1975) and 750-ms duration
(SAMPLASKI, 2005). The studies included in Fig. 4 dif-
fered in the number of intervals presented in the ex-
periments: in all but the present study the set of in-
tervals did not include the prime and in SAMPLASKI’S
(2005) study also the octave was omitted. It should be
therefore noted that this difference had an effect on
the chance level of correct identification in the experi-
ments.

As the identification scores obtained for intervals in
the second octave were much lower than those in the
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Fig. 4. Percentage of correct identifications of musical in-
tervals. A comparison of the present data obtained for
intervals in the fourth octave (closed circles) with identi-
fication scores reported in the literature (open symbols).

higher ones and in some cases only barely exceeded the
chance level, further analysis of data, made to classify
the intervals according to their similarity, was limited
to the fourth and the sixth octave. As described ear-
lier, the differences between identification scores for
100, 200 and 500-ms tone durations were not signif-
icant in individual octaves. A t-test was used to de-
termine whether the data obtained for those durations
in the fourth and in the sixth octave could be pooled
together. The results, calculated separately for each in-
terval’s data set, showed that the differences between
identification scores obtained for the respective inter-
vals in those two octaves were not statistically signifi-
cant (p > 0.05).

Table 1 presents a confusion matrix determined for
musical intervals. The cells in each row show the num-
ber of responses in which the interval indicated by the
row label was identified as the interval indicated by

Table 1. Confusion matrix for musical intervals showing the number of responses in which the interval indicated by the
row label was identified as the interval indicated by the column label. The numbers exceeding the chance identification
level of 7.69% (>34) are marked by bold type.

Number of responses

1 m2 M2 m3 M3 4 T 5 m6 M6 m7 M7 8

1 418 5 0 0 1 0 1 0 0 1 0 2 22
m2 0 389 51 4 3 0 0 1 1 0 1 0 0
M2 0 43 377 20 3 4 1 0 0 0 1 1 0
m3 0 0 2 423 18 5 1 0 0 0 0 0 1
M3 0 1 1 19 413 7 1 3 2 2 0 0 1
Intervals == 0 0 0 7 24 | 393 2 20 2 2 0 0 0
T 0 1 1 8 9 31 363 20 8 3 3 3 0
5 0 0 0 2 14 42 26 321 18 11 16 0 0
m6 1 1 0 5 15 13 11 15 335 45 6 1 2
M6 1 0 1 0 6 3 6 6 64 301 51 11 0
m7 0 0 1 1 0 1 16 3 16 67 261 80 4
M7 0 0 0 0 0 2 8 1 3 8 63 349 16

8 0 0 0 1 0 0 3 2 0 0 7 29 408
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Fig. 5. An exemplary dendrogram determined for a minor
sixth with the use of cluster analysis.
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Fig. 6. Results of cluster analysis plotted in form of a distri-
bution of proximity values across the response categories.
The ordinate in each panel is the rescaled distance cluster
expressed as the percentage of a range from 1 to 25 shown
on the dendrogram (see Fig. 5). The histograms show sim-
ilarities of each target interval to the other intervals.

the column label. The data are aggregated across two
octaves (fourth and sixth), three tone durations (100,
200, 500 ms), and 15 listeners. The cells in which the
number of correct identifications exceeded the chance
level of 7.69% are marked by bold type.

To assess the degree of similarity of each interval to
other intervals in the set of listeners’ responses, a hier-
archical cluster analysis using Euclidean distance be-
tween group average measures was conducted. The re-
sults of cluster analysis show average interval similarity
relationships in form of a dendrogram and the extent
of the dendrogram line indicates the degree of sim-
ilarity. The analysis was conducted for identification
scores averaged over the fourth and sixth octave and
three tone durations (100, 200, and 500 ms).

Figure 5 presents an example dendrogram deter-
mined for the minor sixth. The dendrogram shows the
clusters and the proximity of intervals, representing
their similarity, rescaled to a range of 1-25. As seen in
Fig. 5, the minor sixth shows relatively high similar-
ity to the following intervals: the major sixth (rescaled
distance cluster combine, RD = 5), the major third
(RD = 3), the fourth (RD = 3), the fifth (RD = 2),
the tritone (RD = 2), and the minor third (RD = 2).

Figure 6 shows the cluster analysis data plotted for
each target interval in form of the distribution of prox-
imity values across response categories. The ordinate
in each panel is the rescaled distance cluster, expressed
as the percentage of a range from 1 to 25 shown on the
dendrogram (see Fig. 5). The histograms combined in
Fig. 6 show similarities of each target interval to 12
individual intervals represented by the columns.

4. Discussion

The data plotted in Fig. 1 show that identification
of musical intervals is much worse in the second oc-
tave than in the fourth and in the sixth octave. The
maximum identification score is only about 30% for
the longest tone duration of 2000 ms in the second
octave whereas in the two higher ones the maximum
percentage of correct identifications amounts to about
90%. The poor identification of intervals in the sec-
ond octave may be explained by a much worse fre-
quency resolution of the auditory system which results
in weaker pitch sensation in the frequency range of
that octave. RAKOWSKI and MISKIEWICZ (2002) re-
ported that the pitch discrimination threshold meas-
ured for pure tones, 1500 ms in duration, monotoni-
cally decreased from 2 cents at 1000 Hz to 87 cents at
25 Hz. The pitch discrimination threshold measured
for a 100-Hz tone, which is 36 cents higher than the
note G2, was 17.6 ct in their experiment.

A pronounced difference in the pitch strength of
tones from different octaves was also observed by
HSIEH and SABERI (2007) in an experiment in which
musicians with absolute pitch named the pitches of



T. Rogala, A. Miskiewicz, P. Rogowski — Identification of Harmonic Musical Intervals. . . 597

tone bursts of various durations at frequencies corre-
sponding to musical notes from C2 to B6. The mean
percentage of correct pitch identifications obtained for
a 100-ms tone burst was 30% in the second octave,
78% in the fourth octave, and 81% in the sixth octave.

It is apparent in Fig. 1 that the listeners’ per-
formance in interval identification monotonically in-
creases with tone duration in all octaves. In the fourth
and the sixth octave the increase is substantial within
a range from 10 to 50 ms, and is much smaller above
50 ms. The best score obtained for 500-ms dyads
amounts to about 90% correct identifications. Such
a high percentage of correct responses indicates that
the listeners who took part in the experiment had good
command of interval identification. In the second oc-
tave, a pronounced improvement of interval identifica-
tion scores with increasing tone duration is seen only
in a range from 50 to 200 ms. For longer tone durations
the percentage of correct identifications is about 30%
and remains nearly invariant at such a low level.

The data plotted in both panels in Fig. 2 indi-
cate that interval identification scores increase with the
pitch strength of the tones that make up an interval.
Such a correlation of interval identification accuracy
with the pitch strength may indicate that identifica-
tion of harmonic intervals is primarily based on the
estimation of the pitch distance between two tones.

An important finding of the present study is the
extent of variability of identification scores across in-
tervals in individual octaves. As seen in Fig. 3, the
variability of the percentage of correct identifications
is relatively large across intervals and does not demon-
strate any consistent relationship neither to the inter-
val size nor to the degree of consonance in the fourth
and in the sixth octave. However, when the listeners
had difficulty in identifying the intervals in the second
octave the impression of consonance might have pro-
vided some helpful cues. In the second octave, the iden-
tification scores obtained for the prime, the fifth, the
fourth, and the octave, highly consonant intervals, are
much higher than the scores for their neighboring in-
tervals (Fig. 3). On the other hand, the second highest
identification score (63%) was obtained in the second
octave for the minor second, a dissonant interval.

The impression of consonance and dissonance
seems to be a much weaker cue for the identification
of intervals in pure-tone dyads, comparing to intervals
consisting of two harmonic complex tones. KAMEOKA
and KURIYAGAWA (1969a; 1969b) have demonstrated
that the function describing the relation of dissonance
to the frequency ratio of two harmonic complex tones
has several distinct maxima and minima within an oc-
tave frequency ratio range, but a similar function de-
termined for pure-tone dyads is U-shaped and smooth
with a minimum located at the frequency ratio corre-
sponding to an interval of less than a semitone. The
distinct consonance/dissonance peaks and troughs re-

ported by KAMEOKA and KURIYAGAWA (1969b) for
harmonic intervals made up of complex tones reflect
the effect of beats between the fundamentals and har-
monics of two simultaneously sounding tones. It should
be, however, noted that consonances and dissonances
are also perceived in pure-tone harmonic intervals,
when the overtones are absent, as well as in melodic
intervals. In those cases the impression of consonance
(dissonance) arises as a result of a variety of cog-
nitive phenomena related to the listener’s exposure
to the musical culture (c¢f. CAZDEN, 1980). The con-
sonance/dissonance cues could therefore facilitate, to
some extent, the identification of intervals in the sec-
ond octave, despite that the intervals were made up of
pure tones.

Figure 4 shows that the overall range of the per-
centage of correct interval identifications determined
in the present study (closed circles) agrees well with
the data of PLOMP et al. (1973) (open circles and
triangles); the identification scores reported by KIL-
LAM et al. (1975) (squares), and SAMPLASKI (2005)
(diamonds) are lower for most intervals. A compari-
son of identification scores obtained by PLOMP et al.
(1973) for pure-tone and complex-tone intervals, from
the same group of listeners, shows that the presence
of harmonics facilitates the identification of intervals
larger than the fifth and has practically no effect on the
identification of smaller intervals. The scores obtained
for both sixths, both sevenths and the octave are higher
for complex-tone intervals than for pure-tone intervals
in PLOMP et al. (1973) study. The convergence of iden-
tification scores obtained for small intervals, not larger
than the fifth, gives some support to the inference that
those intervals are identified upon the pitch distance
between two tones rather than from the sonic char-
acteristics related to the frequency ratio of an interval
and the beat rate between the partials of two harmonic
complex tones.

The identification scores shown in Figs. 3 and 4
for pure-tone intervals enable to examine whether the
listeners’ identification accuracy of harmonic intervals
has any relation with the ability to resolve individual
tones in a two-tone complex. According to the premises
of the model of the auditory band-pass filter bank
widely accepted in psychoacoustics (ZWICKER, 1961;
GLASBERG, MOORE, 1990) the listener can clearly
hear two separate tones in a dyad when their frequency
distance exceeds the auditory filter bandwidth. When
the frequency distance is smaller the tones are fused
and it is much more difficult to hear them out in a dyad
(GREENWOOD, 1961; PLoMP, LEVELT, 1965; PLOMP,
STEENEKEN, 1968).

The auditory filter bandwidth, expressed as the
equivalent rectangular bandwidth, ERB (GLASBERG,
MOORE, 1990), equals to

ERB = 24.7(4.37f + 1), (1)
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where f is the center frequency of an auditory filter
band in kilohertz. The bandwidths calculated from for-
mula (1) for the frequencies of 92.5 Hz, 370 Hz, and
1480 Hz are: 34.7 Hz, 64.6 Hz, and 184.4 Hz. The in-
terval sizes equivalent to these filter bandwidths are,
respectively: 646 ct, 302 ct, and 216 ct, which corre-
sponds to an interval midway between a perfect fourth
and a tritone in the second octave, an interval of
slightly larger than a minor third in the fourth octave,
and an interval larger than a major second in the sixth
octave.

If the frequency resolution of the auditory system,
described in the auditory filter-bank model, has any
effect on the identification of musical intervals, the per-
centage of correct identifications should increase when
the frequency distance encompassed by an interval ex-
ceeds the auditory filter bandwidth. In the present data
there is only a slight indication of such a relation. As
seen in Fig. 3, the identification accuracy increases by
over 10 percentage points as the interval is enlarged
from a major second to a minor third in the fourth and
in the sixth octave (circles and triangles). The inter-
vals of the major second and the minor third roughly
correspond to the auditory filter bandwidth which en-
compasses a frequency range of a minor third (302 ct)
in the fourth octave and a slightly augmented major
second (216 ct) in the sixth octave.

A similar, and somewhat more pronounced relation
of identification scores to the auditory filter bandwidth
is also apparent in Fig. 4, in the data of PLOMP et al.
(1973) for pure-tone intervals: the percentage of cor-
rect identifications of the minor third, an interval with
a bandwidth corresponding approximately to 1 ERB in
the fourth octave, is by about 15-20 percentage points
higher than for smaller intervals (Fig. 4, open circles).
The other series of data compiled from the literature
in Fig. 4 (open triangles, squares, and diamonds) were
obtained for intervals composed of harmonic complex
tones and cannot be used to examine the possible role
of the auditory filter bandwidth in interval identifica-
tion. The pitches of harmonic complex tones are iden-
tified not only upon their fundamentals, but may also
be heard from the sensation of residual or virtual pitch
produced by higher harmonics (SCHOUTEN, 1940; DE
BOER, 1976).

No connection between interval identification accu-
racy and the auditory filter bandwidth can be drawn
in the present study for intervals in the second octave
(Fig. 3, squares). For most intervals the percentage of
correct identifications is less than 30% and in some
cases only barely exceeds the chance level. The only
intervals with higher than 30% identification score are
the prime (75%), the minor second (63%), the octave
(58%), and the fifth (45%). The most likely reason for
the poor identification of intervals in the second oc-
tave is the relatively low pitch strength of their compo-
nent tones. When the individual pitches are not clearly

heard in a dyad it is difficult for the listeners to identify
the interval.

It should be noted, however, that the intervals in
the second octave, for which relatively high identifi-
cation scores were obtained, could possibly be identi-
fied upon sonic cues other than the pitch distance. The
prime, the octave, and the fifth are consonant intervals
and their component tones are well fused. Very high de-
gree of consonance makes those intervals distinct from
all the other ones. A different cue could possibly be
used for the identification of the minor second. The
two tone frequencies of the minor second differ by only
5.4 Hz. Such a small frequency difference produces slow
beats heard as fluctuations. The minor second may be
therefore relatively easy to identify in the second oc-
tave as it calls up associations with a detuned unison.

The confusion matrix for interval identification
shown in Table 1 indicates that intervals were most of-
ten confused with their next nearest intervals. A sim-
ilar effect is seen in Figs. 5 and 6 which present the
results of cluster analysis. The data shown in the dif-
ferent panels in Fig. 6 indicate that harmonic intervals
exhibit the highest degree of similarity to themselves
and to their next nearest intervals, especially to the
intervals of the same type (e.g., minor second and ma-
jor second). The highest similarity to the interval of
the same type is seen in Fig. 6 for both seconds, both
thirds, the minor sixth, and both sevenths. The sim-
ilarity of the major sixth to the minor sixth is only
slightly lower than to the minor seventh, an interval
with the highest cluster proximity. The fifth exhibits
the highest similarity to the fourth, a consonant in-
terval, and to the tritone, a neighbouring dissonant
interval. It should be, however, noted that the cluster
proximities determined for the fourth do not demon-
strate such a similarity between consonant intervals;
the interval with the highest similarity is the major
third, a less consonant interval than the fifth.

It should be mentioned that some listeners reported
that they heard not two, but three tones in some trials
and the third tone was softer than the two other ones.
The third tone could possibly be a combination tone
produced by the two frequencies forming an interval.
The fact that only some of the listeners heard a third
tone in our experiment suggests that this could be an
individual effect. The cases when a third tone was au-
dible were not recorded during the listening sessions
so it is difficult to draw post hoc reliable conclusions
regarding the possible cause of such an effect.

5. Conclusions

Within the limitations of the current study the fol-
lowing observations and conclusions seem to be emerg-
ing regarding harmonic interval identification.

(1) Accuracy of harmonic interval identification
strongly depends on the pitch strength of the tones
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that form an interval. Intervals made up of tones with
salient pitches, i.e., high pitch strength, are better
identified than those composed of tones with a weaker
sensation of pitch. The effect of pitch strength on in-
terval identification was observed in two cases in the
present study: a) when the pitch became weaker as
a result of shortening of a brief dyad and b) when weak
pitch sensation resulted from poor frequency discrim-
ination ability of the auditory system at low frequen-
cies.

(2) Identification accuracy of harmonic intervals
considerably varies across intervals in the same octave
but does not demonstrate any consistent relationship
neither with the interval size nor with the degree of
consonance.

(3) The intervals were most often confused with
their next nearest intervals, not with the intervals of
a similar degree of consonance.

(4) The present experiment provides some new in-
sight into the problem of whether musical harmonic
intervals are identified by estimation of the pitch dis-
tance between two tones or upon their distinct timbre
character. When the pitch sensation of the tones form-
ing an interval is strong interval identification is based
primarily on analytical listening to the two pitches and
estimation of the distance between them. When the
pitch sensation is weak, as is the case in low octaves,
the distinctive timbre character may become the main
and only possible cue for interval identification.

(5) Finally, it should be noted that the present ex-
periment and the studies reported in the literature
were all conducted with the use of artificial labora-
tory test signals. To verify the results in conditions of
higher ecological validity in music future experiments
should be extended to include intervals composed of
real musical instrument tone samples.
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