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The current practice in the efforts aiming to improve cooling conditions is to place emphasis on the
application of non-stationary flow effects, such as the unsteady jet heat transfer or the heat transfer
intensification by means of a high-amplitude oscillatory motion. The research presented in this paper
follows this direction.

A new concept is put forward to intensify the heat transfer in the cooling channels with the use of an
acoustic wave generator. The acoustic wave is generated by a properly shaped fixed cavity or group of
cavities.

The sound generated by the cavity is a phenomenon analysed in various publications focused on the
methods of its reduction. The phenomenon is related to the feedback mechanism between the vortices
flowing from the leading edge and the acoustic waves generated within the cavity. The acoustic waves
are generated by the interaction between the vortices and the cavity walls. Strong instabilities can be
observed within a certain range of the free flow velocities. The investigations presented in this paper are
oriented towards the use of the phenomenon for the purposes of the heat transfer process intensification.

The first part of the work presents the numerical model used in the analysis, as well as its validation
and comparison with empirical relations. The numerical model is constructed using the commercial CFD
Ansys CFX-16.0 commercial program.

The next part includes determining of the relationship between the amplitude of the acoustic oscil-
lations and the cooling conditions within the cavity. The calculations are performed for various flow
conditions.

Keywords: cavity noise; sound wave cooling; flow over a cavity; transient cooling; blade cooling inten-
sification.

Nomenclature

A – surface area of the cavity neck cross-section [m2],
c – sound velocity [m/s],
f – frequency [Hz],

HTC – heat transfer coefficient [W/(m2·K)],
k – ratio between the vortex convection and the free flow

velocity [–],
ke – turbulence kinetic energy [J/kg],
m – mode number [–],
mx – cavity mode in direction x [–],
my – cavity mode in direction y [–],
mz – cavity mode in direction z [–],
M – Mach number [–],
u – velocity [m/s],
L – cavity or cavity neck length [m],
D – cavity depth [m],
W – cavity width [m],

h – specific enthalpy [kJ/kg],
p – pressure [Pa],
rc – recovery factor [–],
t – time [s],
T – temperature [K],
V – cavity volume [m3],
Z – cavity neck height [m],

Greek symbols

λ – wave length [m],
α – phase shift between vortices [–],
µ – dynamic viscosity [Pa·s],
κ – specific heat ratio [–],
ω – turbulence frequency [1/s],
τ – shear stress tensor [kPa],
I – identity tensor [–],
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Subscripts

w – vortex [–],
wall – walls [–],

ad – adiabatic [–],
a – sound [–],
∞ – free flow [–],
c – convection [–],
t – turbulent,

tot – total [–],
eff – effective [–].

1. Introduction

The turbulence arising in the fluid flow generates
acoustic waves. Their presence may cause unfavourable
effects, such as noise, but the waves can also be used
in synergy with other phenomena to amplify their ef-
fect. The item which is often taken up in literature
as a source of the acoustic wave is the cavity located
transversely to the fluid flow direction. The acoustic
wave generated in such circumstances is emitted to the
environment and perceived as noise, which – in some
conditions – is also accompanied by high-amplitude
pressure pulsations in the cavity. Although fairly ex-
tensive research has already been conducted on the is-
sue, the phenomenon still remains the subject of many
numerical and experimental studies aiming to reduce
the level of noise emission. This is of special importance
in the aircraft and automotive industries. A typical ex-
ample here is the noise generated by the aircraft open
undercarriage or bomb hatch or by the gap between
the car door and body (Ashcroft et al., 2000; Hen-
derson, 2000; Loh, 2004). Numerical and experimen-
tal studies usually take account of the flow conditions
and of the cavity geometries corresponding to the cases
mentioned above.

The aim of the investigations presented in this pa-
per is to analyse the impact of the acoustic wave gener-
ated in the cavity on the heat transfer intensification.
Using a non-stationary phenomenon in the form of an
acoustic wave to improve the heat transfer process is
a part of the general trend of developing new cool-
ing techniques needed in different industries. Active
methods are an interesting example of the techniques
applied in this area. In them, the heat transfer is in-
tensified by means of periodic changes in the motion of
the walls that affect the flow. The techniques include
as follows (Léal et al., 2013):

• using a high-amplitude acoustic wave (ultra-
sound) generated by a diaphragm,
• using a synthetic jet, where the flow is forced by

the motion of a diaphragm placed in the cavity,
• elastic deformation or the wall high-amplitude

motion.

A survey of cooling techniques based on the use
of ultrasound is made by Legay et al. (2011). Atten-
tion is drawn in this case to several key effects related

to propagation of a high-frequency acoustic wave in
a liquid. One of them is the acoustic cavitation mecha-
nism which improves the heat transfer conditions sub-
stantially. A concept is also presented of using ultra-
sound to improve the heat transfer between two differ-
ent mediums in a membrane heat exchanger. As stated
by Gondrexon et al. (2010), the application of ultra-
sound can produce a 2.5 increase in the heat transfer
coefficient.

Experimental studies of the synthetic jet impact
on intensification of the heat transfer generated by
a heated plate are presented by Chaudhari et al.
(2010). A synthetic jet is formed if a fluid is peri-
odically sucked into and discharged from a properly
shaped cavity due to the motion of a diaphragm. By
directing the produced jet to a specific location, the
heat transfer conditions can be intensified even though
there is no inflow of fresh air into the system under con-
sideration. The investigations prove that the efficiency
of this type of cooling at identical boundary conditions
is similar, and in some cases even better, compared to
continuous cooling by means of an air jet.

Studies of the impact of an oscillating wall on free
convection intensification in a criss-cross channel with
heated walls are discussed by Florio and Harnoy
(2011). The obtained results indicate that such a solu-
tion leads to an about 30% rise in the mean value of the
heat transfer coefficient compared to the situation with
no movable elements. The application of the methods
described above is to a certain degree limited by the
need to use powered movable elements. The success
of the application is also strongly dependent on the
limited reliability of the solutions due to the fatigue
strength of the materials used to make the movable
elements, which poses another difficulty.

This paper also investigates a case where an acous-
tic wave is used for the heat transfer intensification.
However, the acoustic wave is generated using a prop-
erly shaped immovable cavity placed in the flowing
fluid. This solution has a number of advantages, the
most important of which are reliability and simplicity
of implementation.

Preliminary results of studies on the use of a cav-
ity as an acoustic wave generator for the purposes of
the heat transfer intensification are presented by Ru-
lik et al. (2015). They concern the possibility of im-
proving cooling conditions in regions of the coolant
stagnation. The analysed case is similar to a U-type
channel used in convective cooling of the gas turbine
blades (Wang et al., 2015). The analyses conducted
in this paper draw on and supplement the research
presented by Rulik et al. (2015). However, a different
geometry of the cavity is considered here and a differ-
ent numerical model is applied. The introduced mod-
ifications result from the need to adapt the numerical
model to data available in literature. The flow condi-
tions are investigated in a wide range and the obtained
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results are compared to empirical relations and corre-
lations.

The analysis of the acoustic wave generation and
of the wave impact on the heat transfer intensifica-
tion is divided into two main stages. The aim of the
first part of the studies is to determine the free flow
optimal velocities for which considerable pressure pul-
sations are obtained in the cavity area. At this stage,
the impact of the pressure pulsation on the heat trans-
fer in the cavity is not analysed directly, and attention
is focused on the selection of cases for further analysis
taking account of the heat transfer in the cavity area.
Such an approach is imposed by the immensely time-
consuming character of the calculations needed to be
performed, especially in the case of analysing the heat
transfer in the cavity.

2. Mechanism of sound generation in the cavity

If a cavity is filled with gas, it can act as an acous-
tic resonator. The force that produces acoustic oscilla-
tions in this case is the turbulence created in the cavity
neck area. The turbulence is an effect of the air jet sep-
aration at the cavity leading edge. The oscillations can
also be induced by a force related to the feedback mech-
anism described by Rossiter (1964) and discussed by
Ünalmis et al. (2004), or due to passive excitation by
the pressure fluctuations that may arise in a turbulent
flow. The mechanism is also known as the turbulent
rumble (De Jong, Bijl, 2010).

The theoretical model presented by Rossiter makes
it possible to determine the frequency of the pressure
oscillations inside the cavity. It is based on the assump-
tion that there is a feedback mechanism between the
frequency of the generation of vortices in the open nar-
rowing of the cavity and the emitted acoustic wave.
The acoustic wave arises due to an impulse generated
by the vortices impacting on the cavity rear wall. The
process is presented schematically in Fig. 1.

Fig. 1. Feedback mechanism (Rulik et al., 2010).

Some of the acoustic waves are released beyond the
cavity, but the rest of them move inside in the direction

opposite to the fluid flow and, thereby, force the flow of
new vortices. Consequently, the frequency of the vor-
tices flow in the cavity open neck should correspond to
that of the generated acoustic wave. This can be ex-
pressed using the following relation (Ünalmis et al.,
2004):

f =
ku∞
λv

=
c

λa
, (1)

where k is the ratio between the vortex convection ve-
locity and the free flow velocity u∞, λv and λa are the
wave lengths directly related to the flow of vortices
in the cavity neck area and to the generated acoustic
wave, respectively.

Rossiter combined in his model the two mecha-
nisms by introducing quantity α which informs about
the phase shift between the moment of the vortex
impact on the cavity rear wall and the moment of
the acoustic wave generation. The two quantities are
usually selected empirically. The values of k and α
are typically included in the range of 0.5–0.75 and
0–0.25, respectively (Ünalmis et al., 2004). Accord-
ing to Rossiter the Strouhal number can be defined as:

St =
fL

U∞
=
m− α
M + 1

k

, m = 1, 2, 3. (2)

Another mechanism of the acoustic wave genera-
tion mentioned above is the turbulent rumble. In this
case, the resonance frequency of the generated acous-
tic wave should be independent of the free flow velocity
(De Jong, Bijl, 2010). The cavity can then act as the
Helmholtz resonator, or a number of standing waves
can occur between the cavity walls due to interference
of the generated free-travelling waves.

The first type of the resonance occurs at relatively
low Mach numbers (M < 0.2), especially for deep over-
hang cavities (L/D < 2). The other resonance type
usually occurs in the case of supersonic flows.

The frequency of the acoustic wave produced by
the Helmholtz resonator can be described using the
following relation (Singh, Nikam, 2009):

f =
c

2π

√
A

V Zeff
. (3)

The cavity effective height Zeff depends on the geo-
metric height of the cavity neck Z and the neck geome-
try (De Jong, Bijl, 2010).

In the case of the Helmholtz resonator, the air co-
lumn in the cavity is subject to periodic compression
and expansion, which is related to compressibility of air
as such. For cavities with leading edge overhang, the
pressure pulsations arising from the feedback mecha-
nism and the pulsations resulting from the effect of
the cavity acting as the Helmholtz resonator can oc-
cur simultaneously, which intensifies oscillations (Loh,
2004).
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Considering the second resonance type, the fre-
quency of the arising standing waves can be deter-
mined using the following formula (De Jong, Bijl,
2010; Soderman, 1990):

fc =
c

2

√(mx

L

)2

+
(my

D

)2

+
(mz

W

)2

. (4)

For small velocity values (M < 0.2), a vertical
standing wave can be created between the cavity wall
and the cavity open inlet, where a vortex path is
formed. The frequency of the generated acoustic wave
can then be described using the following relation
(Jones et al., 2010; Wittich et al., 2011):

fD

c
=

0.25

1 + 0.65
(
L
D

)0.75 , L/D ≤ 2. (5)

This relation, expressed with the dimensionless
Strouhal number, can be expressed as follows (Jones
et al., 2010; Wittich et al., 2011):

fL

u∞
=

0.25
(
L
D

)
M
[
1 + 0.65

(
L
D

)0.75
] , L/D ≤ 2. (6)

In the case of a cavity with a leading edge overhang,
the characteristic dimension is the cavity neck width L.

3. Numerical model

The presented calculations are performed using
the Ansys CFX 16.0 commercial CFD code. The ap-
plied software uses an implicit finite volume formula-
tion to construct discretised equations representing the
Unsteady Reynolds-Averaged Navier-Stokes (URANS)
equations for the compressible fluid flow (Rulik et al.,
2011; Shahi et al., 2014). The basic set of balance
equations takes account of the continuity, momentum,
and energy transport equations:

∂ρ

∂t
+ ∇ · (ρU) = 0, (7)

∂(ρU)

∂t
+ ∇ · (ρU⊗U) = −∇p+ ∇ · τ, (8)

∂(ρhtot)

∂t
− ∂p

∂t
+ ∇ · (ρUhtot) = ∇ · (λ∇T)

+∇ · (U·τ) . (9)

Fig. 2. Computational area adopted for the analysis.

The stress tensor τ is related to the strain rate by
means of the following expression:

τ = µeff

(
∇⊗U+U⊗∇− 2

3
I∇ ·U

)
. (10)

The total htot enthalpy is related to static enthalpy
h in the following way:

htot = h+
1

2
U2. (11)

The term ∇ · (U · τ) in Eq. (9) represents the work
due to viscous stresses and is called the viscous work
term.

Turbulence is modelled using the two-equation
Shear Stress Transport (SST) turbulence model pro-
posed by Menter (1993; 1994). It is a combination
of two turbulence models, thus combining the advan-
tages of the Wilcox k-ω model near the wall and the
standard k-ε model in what is referred to as the far
field.

The model is based on the turbulent viscosity def-
inition expressed by the following relation:

µeff = µ+ µt. (12)

In the turbulence model, turbulent eddy viscosity
is computed from turbulent kinetic energy ke and tur-
bulent frequency ω:

µt = ρ
ke
ω
. (13)

The analysed computational area is presented in
Fig. 2. It is a 40 mm-high flow channel with a sin-
gle cavity located along it. The cavity is partially cov-
ered in the inlet area and its depth is characterised
by the L1/D2 ratio of 0.56. The cavity dimensions
are twice bigger compared to the experimental studies
conducted by Henderson (2000), with the L/D ratio
kept constant. This will make it possible to determine
the scale effect on the acoustic oscillation amplitude
and frequency. The cavity is located in the middle of
the channel, and the channel length equals 40 D1. The
thickness of the computational domain is only 1 mm.
For this reason, the conducted CFD analysis should be
treated as a two-dimensional one.
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Fig. 3. Variants of boundary conditions assumed for the CFD analysis.

The adopted boundary conditions are illustrated
in Fig. 3. The symmetry boundary condition is as-
sumed for the channel lateral walls, and the no-slip
boundary condition is adopted for the bottom and the
top surface. It should be emphasised that two different
concepts are used during the calculations to eliminate
the acoustic wave reflection from the edge of the com-
putational domain. One of them consists of using no-
reflection boundary conditions. The concept may be
unreliable for high-amplitude waves and drawing on it
may cause the computational process instability. For
this reason, another concept is put forward, which in-
volves using additional domain at the inlet and outlet
with a relatively thin mesh, where acoustic waves are
dissipated before they reach the edge of the compu-
tational area. However, this solution requires a higher
number of computational nodes.

The additional domain is connected to the flow
channel using the General Grid Interface. In the ad-
ditional area, the free-slip boundary condition is as-
sumed for the bottom and top walls. As a result, the
area does not cause additional losses that could arise
in the flow channel due to friction. The two variants of
the computational domain were compared and the re-
sults of the comparison are very similar. This solution
ensures greater stability for all boundary conditions
under consideration.

The applied numerical mesh is presented in Fig. 4.
It is a structural, orthogonal mesh with 231 thousand
nodes. Due to the assumed symmetry of the flow, the
computational domain span is discretised using a sin-
gle element, which corresponds to a two-dimensional

Fig. 4. Detail of the numerical mesh adopted for the CFD
analysis.

flow analysis. The numerical mesh is much denser in
the cavity neck area. For all walls of both the chan-
nel and the cavity, the non-dimensional value y+ ≈ 1.
The mesh density decreases gradually in the channel
inlet and outlet directions. In the interface area, a step
change occurs in the size of the numerical mesh el-
ements. At the same time, the mesh density is not
increased in the additional domain along the channel
edge due to the assumed boundary condition of a free-
slip wall. The basic boundary conditions and the nu-
merical simulation parameters are listed in Table 1.

The size of the applied numerical mesh was selected
based on a test covering three numerical meshes with
137, 231, and 581 thousand nodes, respectively. The
meshes differed in discretisation, in particular, of the
region of the cavity itself and of the cavity neck. In this
case, account was taken of the impact of space discreti-
sation on the generated acoustic wave amplitude and
frequency in point B (cf. Fig. 1).
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Table 1. Boundary conditions and basic assumptions
for the CFD analysis.

Inlet Velocity: 10–100 m/s
Static temperature: 15◦C
Turbulence intensity: 1%

Outlet Averaged static pressure: 1 bar

Channel walls Adiabatic

Cavity walls Adiabatic or heat transfer with
constant wall temperature equal
to 120◦C

Fluid Air ideal gas

Heat transfer Total energy option

Turbulence model SST

Table 2 presents the impact of space discretisation
on the generated acoustic wave amplitude and fre-
quency. Due to the close similarity of the amplitude
value between Mesh 2 and Mesh 3, the smaller mesh
with 231 thousand nodes was selected for further ana-
lysis.

Table 2. Analysis of the impact of space discretisation
on the acoustic wave amplitude.

Mesh Number of nodes Amplitude [Pa] Frequency [Hz]

1 136 650 122.45 1175

2 231 400 173.51 1175

3 581 400 175.09 1175

4. Calculation results

The numerical calculations were performed for two
flow models. The first model concerned investigations
into the process of noise generation in the cavity. The
model is based on the assumption that there is no heat
transfer in the case of all walls of both the flow chan-
nel and the cavity itself. At that stage of the research,

Fig. 5. Gauge pressure fluctuations at the channel flow velocity of 50 m/s.

the free flow velocity in the channel over the cavity
was considered in a relatively wide range of values:
10–100 m/s. The results were compared to those ob-
tained from empirical formula. After a thorough anal-
ysis, a selection was made of the cases adopted for
further studies which took account of the heat transfer
through the cavity walls.

4.1. Aeroacoustic resonance in a cavity

A numerical analysis of the transient-state flow
through a channel with a cavity was conducted for 10
free-flow cases (10–100 m/s with the step of 10 m/s).
The course of the solution process was traced based
on changes in the flow field values in characteristic
points located in the cavity area (points B, L, R shown
in Fig. 1). In each case under analysis, the first step
was to perform calculations for the steady-state flow
model. This provided the initial distribution for the
transient flow calculations. For example, Fig. 5 and
Fig. 6 present the curves illustrating gauge pressure
oscillations in points B, L, and R up to the moment of
stabilisation of a specific amplitude of acoustic oscilla-
tions for the velocity of 50 and 80 m/s, respectively.

The time step of 10−5 s was assumed for the
simulation of the transient-state flow. At the velocity
of 50 m/s, there were 87 time steps per one period of
the acoustic wave generated by the cavity. In order to
ensure an appropriate number of points to discretise
changes in parameters over time for cases with the free
flow velocity higher than 60 m/s, calculations were
performed for the time step of 2.5 · 10−6 s. At the free
flow velocity of 80 m/s, this gave 110 time steps per
one period of the acoustic wave. The calculations made
with increased time discretisation produced a rise in
the acoustic oscillation amplitude by 8% and 14% for
the free flow velocity of 70 m/s and 80 m/s, respec-
tively. It is worth mentioning that for the velocity of
90 m/s, significant acoustic oscillations with an ampli-
tude of about 650 Pa were captured only at improved
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Fig. 6. Gauge pressure fluctuations at the channel flow velocity of 80 m/s.

time discretisation, whereas for the basic time step of
10−5 s they were negligibly small.

Depending on the adopted time discretisation and
the assumed free flow velocity, the process of stabilisa-
tion of a specific amplitude of the generated acoustic
wave required 5000 to 24 000 computational iterations.

The charts show that the process of stabilisation
of a specific amplitude of oscillations depends on the
adopted flow velocity value. However, it is justified
to say that, considering the other velocity values un-
der analysis, the higher the oscillation amplitude, the
faster the process of the amplitude stabilisation at
a specific level. The pressure history analysis per-
formed for three measuring points located in the cen-
tre of each of the cavity walls (points B, L, and R
in Fig. 1) indicates that for both values of the flow
velocity the curve illustrating changes in pressure is
close to sinusoidal. However, it should be noted that
in the case of the velocity of 50 m/s, the course of the
oscillations is characterised by phase coincidence for
all the measuring points. Additionally, in the case of
points located on the left (point L) and on the right
(point R) side of the cavity, the pressure curve is de-
formed slightly. In the case of the velocity of 80 m/s,
pressure on the cavity bottom (point B) is in the op-
posite phase compared to points L and R. Moreover,
for all the points under analysis the pressure change
curve is almost sinusoidal. However, the oscillation
phase for the velocity of 50 m/s suggests that we are
dealing here with the work of a cavity corresponding
to the Helmholtz resonator. It is pointed out (Loh,
2004) that the Helmholtz resonance and the feedback
mechanism described by Rossiter (1964) may occur
simultaneously. It seems that such a mechanism oc-
curs here, which can also account for the slight defor-
mations of the sinusoidal pressure curve for point L
and point R. In the case under consideration, it is
impossible to use relation (2) directly to determine
the Helmholtz resonator oscillation frequency due to

the two-dimensional character of the conducted nu-
merical analysis. The classical feedback mechanism de-
scribed by Rossiter can be seen for the flow velocity of
80 m/s. Longitudinal pressure waves occur in this case,
intensifying and forcing a specific frequency of the flow
of vortices from the cavity leading edge. It should be
noted that formula (2), which describes the mecha-
nism, gives good agreement with experimental studies
for M > 0.2 (Rossiter, 1964).

Figure 7 presents the acoustic oscillation spectrum
for point D, located in the centre of the cavity bottom
wall, depending on the Strouhal number. In this case,
the dimension characteristic for the Strouhal number
is the cavity neck width L2 (cf. Fig. 2). No significant
acoustic oscillations were obtained for the velocity of
10, 20, or 60 m/s, and therefore the results for these
values are not shown in the charts. A linear increase in
the acoustic oscillation amplitude can be noticed in the
velocity range of 30–50 m/s and frequency values rise
from the value of 40 to 174 Pa. The acoustic oscilla-
tion frequency obtained for these velocities is included
in the range of 780–1150 Hz, which corresponds to the
Strouhal number of 0.41–0.36. For the velocity range of
70–90 m/s, there is an abrupt change in the obtained
acoustic oscillation frequency, compared to the veloc-
ity values of 30–50 m/s. The oscillation frequency for
this velocity range is similar and totals from 3420 to
3610 Hz. The highest pressure amplitude values of 574
and 647 Pa were obtained for the flow velocity of 80
and 90 m/s, respectively. The calculated values of the
Strouhal number at which significant acoustic oscilla-
tions occur are included in the ranges 0.35–0.6 and
0.6–0.9 (Durgin, Graf, 1992).

Figure 8 presents the time-averaged value of the
convection velocity of vortices related to the free flow
velocity. It is determined along the horizontal line L0

shown in Fig. 3. The velocity profiles determined nu-
merically are similar to those obtained experimentally
and presented by Jones et al. (2010). According to
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Fig. 7. FFT analysis of pressure fluctuations for the free flow velocity of 30–90 m/s.

Fig. 8. Averaged convection velocity depending on the dimensionless width of the cavity neck.

Jones et al. (2010) and Hassan et al. (2007), the dis-
tribution of the normalised convection velocity value
can be divided into four ranges. In the first, convection
velocity rises rather abruptly in an almost linear man-
ner. In the second, the velocity increment depending
on the cavity width decreases to reach a constant value.
Then, in the range of the maximum values, convection
velocity is almost constant. Finally, approaching the
cavity trailing edge, a drop occurs in the convection
velocity value.

It can be seen that for higher values of velocity
(exceeding 60 m/s) the curves illustrating the veloc-
ity distribution are flattened and, consequently, the
range of the occurrence of the convection velocity con-
stant value becomes wider. This is related to the si-
multaneous more abrupt rise in velocity in the first
range in the phase of separation from the cavity lead-
ing edge.

Based on the normalised convection velocity char-
acteristics, time scale Tc is determined, which repre-

sents the time needed by the vortex structure to cover
the entire width of the cavity neck. It is assumed here
that the velocity of the vortices is equal to convection
velocity in horizontal direction uci. Time scale Tc is
calculated by integrating convection velocity along the
cavity neck width, according to the following formula
(Hassan et al., 2007):

Tc =

L2∫
0

dx
uci(x)

. (14)

The mean velocity of convection is in this case cal-
culated as the ratio between the cavity neck width L2

and time Tc calculated according to Eq. (14).
Table 3 presents the values of the calculated nor-

malised mean convection velocity for the free flow ve-
locity range of 30–100 m/s. Based on them, the con-
vection velocity mean value was also determined for
the entire range of velocities under consideration. The
result was 0.374.
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Table 3. Values of the normalised mean convection velocity for individual values of the free flow velocity in the channel.

v [m/s] 30 40 50 60 70 80 90 100
kavg = 0.374

k = uci/u0 0.357 0.377 0.373 0.346 0.365 0.403 0.408 0.364

Figure 9 presents the Strouhal number value re-
lated to the cavity neck width as a function of
the Mach number for individual flow velocity values
for which a significant acoustic oscillation amplitude
was obtained. The value of the generated acoustic
wave frequency is determined based on the previous
FFT analysis (cf. Fig. 7). The charts present only
the fundamental frequency of the generated acoustic
wave.

The results obtained from the numerical analysis
were compared to empirical relations (2) and (6). For
the Rossiter formula (2), in the first variant, the value
of the normalised convection velocity k and α are taken
as k = 0.64 and α = 0.25, respectively (cf. Fig. 10a).
In the next variant, k = 0.374 is assumed as the nor-
malised convection velocity mean value obtained based
on the data listed in Table 3. α = 0 is assumed in this
case as the acoustic delay value, according to Hassan
et al. (2007), where it is proved that this assumption
often gives better agreement with experimental studies
than assuming the value of α = 0.25. The comparison
shown in Fig. 10b seems to confirm this observation.
It can be seen in both charts that the curves obtained
from relation (6) generally do not agree with those pro-
duced by relation (2). The agreement of the numerical
calculation results with the Rossiter formula is better
in Fig. 10b. It should also be noted that in this case the
agreement occurs also for flows with the Mach num-
bers lower than 0.2. The numerical analysis produced
results which are in better agreement with the charts

a) k = uc/u0 = 0.65 and α = 0.25 b) k = uc/u0 = 0.374 and α = 0

Fig. 9. Strouhal number depending on the Mach number – comparison between empirical relations and numerical calcu-
lations for: a) parameters assumed following by Rossiter (1964) and Wittich (2011), b) parameters from calculations

and Hassan et al. (2007).

obtained based on formula (2). The only exception is
the point corresponding to the free flow Mach number
M = 0.15 (50 m/s). In this case, the numerical calcula-
tion results coincide with both the Rossiter formula (2)
and relation (6).

Figure 10 presents the distribution of the mean ve-
locity normalised value and the normalised root-mean-
square value of fluctuations in the velocity horizontal
component in the vortex path generated on the cav-
ity leading edge for six cross-sections L1–L6 shown in
Fig. 3. The distributions are presented for three differ-
ent velocities of the flow: 30 m/s, 50 m/s, and 80 m/s.
The calculations indicate that the curves illustrating
the distributions of the normalised mean velocity for
all the three cases under analysis are very similar. In
all cases in cross-sections L2 and L3, in the range of
−0.1 < y/H < 0, the mean value of velocity was ob-
tained with the direction opposite to the flow main
direction. In the cavity neck area, normalised velocity
does not exceed the value of 0.2

The history of the RMS values of velocity fluc-
tuations indicates that for the free flow velocity of
30 m/s the fluctuation maximum value occurs within
cross-section L3 and totals 0.12. A rise in the flow
velocity to 50 m/s involves an increase in the area of
high fluctuations in velocity, which then expands to
cover cross-sections L3 and L4. The effect of a further
rise to 80 m/s is that the highest fluctuations in
velocity occur closer to the cavity leading edge and
cover cross-section L2 mainly. The contour of the fluc-



40 Archives of Acoustics – Volume 43, Number 1, 2018

u = 30 m/s

u = 50 m/s

u = 80 m/s

Fig. 10. Value of the flow normalised mean velocity and the RMS value of fluctuations in the velocity horizontal component
for the free flow velocity values of u = 30, 50 and 80 m/s.



S. Rulik, W. Wróblewski – A Numerical Study of The Heat Transfer Intensification. . . 41

tuation distribution is in all cases characterised by the
lack of symmetry relative to line y/H = 0 for the
cross-section with the maximum value of fluctuations.
All distributions occurring upstream the cross-section
with the maximum fluctuation in velocity are asym-
metrical ones. This asymmetry occurs practically in
all cross-sections for the velocity value of 30 m/s. For
higher velocities of 50 and 80 m/s, the distributions oc-
curring in cross-sections downstream the one with ma-
ximum fluctuations are symmetrical. These changes in
shape are characteristic of the formation of the vortex
structure. The appearance of symmetry in the velocity
distribution proves that a vortex structure has been
formed.

The formation of vortex structures in the cavity
neck area can be observed in more detail in Figs. 11–
14, which present distributions of component z of vor-
ticity. For lower velocity values, a single vortex is gen-
erated in the cavity during a single period of the pres-
sure pulsation. For the free flow velocity of 30 m/s and
50 m/s, the vortex is formed in the area of the centre
of the cavity neck (cross-sections L3 and L4), and it

1/4T 2/4T

3/4T 4/4T

Fig. 11. Distribution of vorticity for the free flow velocity of 30 m/s.

is carried towards the cavity trailing edge. For higher
velocity values, two vortices are formed in the cavity
neck area during a single full period. However, they
are generated closer to the cavity leading edge (cross-
section L2), and therefore the RMS value of velocity
fluctuation reaches its maximum in this point. The ve-
locity of 60 m/s is the transition range, for which the
vorticity distribution is shown in Fig. 13. At this veloc-
ity, one steady-state vortex is formed below the cavity
leading edge. It can stabilise the vortex path direction
and development.

It should also be mentioned that the number of
vortices generated in the cavity neck area is related
to the cavity mode number. According to the experi-
mental work of Elder et al. (1982), the number of
generated vortices is equal to the cavity highest oscil-
lation mode. This finds confirmation in Fig. 9, where
for the velocity of 70, 80, and 90 m/s the Rossiter for-
mula coincides with numerical calculations for m = 2.
For the velocity of 30, 40, and 50 m/s on the other
hand, good agreement is found for m = 1. For all the
velocity values analysed herein, a considerable ampli-
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tude was obtained of acoustic oscillations generated
by the cavity, except for the transition range, i.e. the

1/4T 2/4T

3/4T 4/4T

Fig. 12. Distribution of vorticity for the free flow velocity of 50 m/s.

Fig. 13. Distribution of vorticity for the free flow velocity of 60 m/s.

velocity of 60 m/s, at which the cavity did not generate
significant oscillations in pressure.
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1/4T 2/4T

3/4T 4/4T

Fig. 14. Distribution of vorticity for the free flow velocity of 80 m/s.

4.2. Interaction between aeroacoustic resonance
in a cavity with the heat transfer

The next stage of the analyses is to determine the
impact of flow phenomena in the cavity, as described
in the previous section, on the heat transfer conditions.
All the numerical analyses were performed for a com-
putational domain with additional domain at the inlet
and outlet (cf. Fig. 3 – concept 2) to dissipate all the
waves reaching the edge. This made it possible to elim-
inate the so called no-reflection boundary conditions
which often have a negative effect on the computa-
tion stability. The modelling boundary conditions of
the flow through a cavity are identical to those used in
previous analyses (cf. Table 1). The difference concerns
the boundary conditions on the cavity walls, where the
Dirichlet boundary condition is adopted in the form of
the constant temperature of 120◦C.

It has to be emphasised that transient heat transfer
calculations require a higher number of iterations to
obtain stabilisation of a specific temperature distribu-
tion in the cavity. In this case, at least 60 thousand
iterations were performed for all the variants under

analysis. Like previously, the first stage was to carry
out calculations for the steady-state model, and then
the obtained distributions of parameters were used as
input conditions for the transient-state computations.

Figure 15 presents the temperature field distribu-
tion resulting from the calculations made for the free
flow velocity values of 50, 60, and 80 m/s. The se-
lected velocities reflect a wide range of flow conditions.
They also make it possible to compare the impact
of transient-state effects observed at the velocity of
50 m/s and 80 m/s, or of their non-existence at 60 m/s,
on the heat transfer conditions in the cavity. Due to
a considerable increase in the flow pressure losses, the
analysis of the heat transfer conditions for velocities
higher than 80 m/s is omitted.

The temperature field obtained based on the
steady-state analysis is compared with the time-avera-
ged temperature field resulting from the transient-state
computations. A substantial difference can be noticed
between the steady- and the unsteady-state solution
for the flow velocity of 50 m/s and 80 m/s. In both
cases, the transient-state analysis gives much lower
temperature values in the cavity. This concerns both
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Steady-state analysis, u = 50 m/s Transient-state analysis, u = 50 m/s

Steady-state analysis, u = 60 m/s Transient-state analysis, u = 60 m/s

Steady-state analysis, u = 80 m/s Transient-state analysis, u = 80 m/s

Fig. 15. Temperature field distribution in the cavity.
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the cavity upper part, with only one noticeable big
vortex, and the lower part, where a stagnation region
can be observed with much higher temperature values.
The difference between the vortex core temperatures
obtained in the two simulation types totals about 20 K.
A similar difference can be noticed in the cavity lower
part. Both simulations performed for the velocity of
60 m/s produced identical temperature fields, which
results directly from the fact that there are no signifi-
cant fluctuations in the flow parameters in the cavity
neck area or in the cavity itself. The contours of the
temperature field distributions for all the cases under
analysis are similar despite the differences concerning
the temperature values themselves in the cavity indi-
vidual regions. This points to a similar nature of the
mean velocity field in the cavity area.

In order to assess the heat transfer efficiency, a heat
transfer coefficient (HTC) was defined according to re-
lation (15) and relation (16):

HTC =
q

Tad − Twall
, (15)

Tad =
1 + rc

κ−1
2 M2

1 + κ−1
2 M2

Ttot ≈ Ttot, (16)

where Tad is the wall adiabatic temperature deter-
mined from relation (15), and Twall is the wall surface
temperature. In relation (16) rc is the recovery factor,
κ is the isentropic exponent, and M is the Mach num-
ber. Due to the relatively low velocity of the free flow,
it is assumed that the wall adiabatic temperature is
the same as the total temperature of the fluid.

Fig. 16. Heat transfer coefficient distribution along the cavity walls.

The heat transfer coefficient distribution for the ca-
vity individual walls is presented in Fig. 16. In the
case of the transient-state analysis, the presented value
of the heat transfer coefficient is time-averaged. The
obtained results show that the HTC highest value of
about 400 W/(m2·K) is achieved on the upper part
of the cavity rear wall (RW). The wall is intensely
cooled with air impacting on its upper part and then
moving gradually downwards. Additionally, some of
the vortices generated in the cavity neck flow down
with a portion of fresh air and dissipate gradually.

The HTC value then decreases almost linearly to
200 W/(m2·K) for y/D2 = 0.1. The biggest drop in
the HTC value is for y/D2 > 0.5. This is related to the
stagnation region appearing in the cavity lower part,
especially in the cavity corners. The single vortex cre-
ated in the cavity covers its upper part only, and for
this part y/D2 < 0.7.

For the bottom wall (BW), the HTC reaches its
lowest value for x/L > 0.5, and it is smaller than
1 W/(m2·K). The heat flux maximum calculated
value for this wall occurs for x/L = 0.2 and totals
5 W/(m2·K). Moderate values of the HTC occur on
the cavity left wall (LW). Two local extrema can be
distinguished close to y/D2 = 0.15 and y/D2 = 0.6, for
which the heat flux density rises substantially. They
correspond to the flow structures inside the cavity.
A comparison between the steady- and unsteady-state
computations shows that there is a considerable differ-
ence between the heat transfer conditions for the flow
velocity of 50 m/s and 80 m/s. Depending on the loca-
tion, the difference can be as high as about 70%. For
the velocity of 60 m/s the distributions are identical,
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which can be already concluded from the identical tem-
perature fields shown previously in Fig. 14. The HTC
values obtained for the velocity of 60 m/s are lower
compared to those obtained based on the transient-
state analysis results at the lower velocity of 50 m/s.

Figure 17 presents the HTC area-averaged mean
value for the cavity individual walls. The highest mean
HTC values were obtained for the flow velocity of
80 m/s. This concerns all three walls of the cavity.
Comparing the free flow velocity variants of 50 m/s
and 60 m/s, it can be observed that in the case of the
steady-state analysis results, the rise in velocity caused
an increase in the HTC value in the range of 17–20%,
depending on which wall of the cavity was considered.
If the transient-state analysis results are compared, the
conclusion is that much higher mean HTC values are
obtained for the free flow lower velocity of 50 m/s. For
the cavity left wall (LW) and bottom wall (BW), the
rise totalled 49.5% and 52.4%, respectively. For the
cavity right wall (RW), on the other hand, the incre-
ment in the mean HTC value was smaller and totalled
25.5%.

Fig. 17. Mean value of heat transfer coefficient for the cavity
walls.

It is also worth mentioning that a 60% rise in veloc-
ity from 50 m/s to 80 m/s enables a local increase in
the mean HTC value at the level of 19–29%, depending
on which cavity wall is taken into consideration.

Achieving a beneficial impact on the heat transfer
conditions requires a properly selected value of the flow
velocity. If clear non-stationary effects are obtained in
the flow due to the acoustic wave generation, a positive
impact on the cavity heat transfer conditions can be
expected.

5. Summary and conclusions

The works presented in this paper were divided
into two stages. The first stage was to analyse only
the structure and the process of generating the flow

field unsteadiness in the cavity. The obtained results
indicate that depending on the free flow velocity taken
into consideration, single-phase oscillations can occur
in the cavity, or a phase shift is possible between the
cavity walls. For the analysed geometry of the cav-
ity and for the free flow velocity range of 30–100 m/s,
the obtained mean velocity of the vortex convection
along the cavity neck was 0.374. This is substan-
tially different from the value of 0.65, which is usu-
ally adopted according to Rossiter (1964) or Wit-
tich et al. (2011). The calculated convection veloc-
ity made it possible to achieve a significant improve-
ment in the agreement between numerical computa-
tions and the Rossiter formula. The best agreement
is obtained in this case if the acoustic delay value is
assumed as α = 0. These conclusions are also in agree-
ment with experimental studies made by Hassan et al.
(2007). The maximum amplitude of acoustic oscilla-
tions is obtained for the velocity range of 80–90 m/s,
and it varies between 574 and 647 Pa. For lower ve-
locity values, a single vortex is generated in the cav-
ity neck, whereas for velocities of 70 m/s and higher
two vortices are generated during a full oscillation pe-
riod. The obtained results show that the number of
vortices corresponds at the same time to the cavity
maximum mode, which is also confirmed by the exper-
imental studies presented by Jones et al. (2010) and
Hassan et al. (2007).

The second stage of the works was to analyse the
heat transfer in the cavity and determine the relation-
ship between the heat transfer intensification process
and the parameters of the generated acoustic wave.
It is found that if the generated acoustic wave is
characterised by a high amplitude, the heat transfer
coefficient distributions for the steady-state and the
transient-state solution differ substantially. The lowest
HTC values are obtained for the cavity bottom wall
and the highest – for the right wall, where vortices flow
after they impact on the cavity trailing edge. This con-
cerns in particular the upper part of the wall, for which
y/D2 > 0.5. The analysis of the flow structure inside
the cavity and the obtained heat transfer coefficient
distribution indicate that the heat transfer can be im-
proved significantly by decreasing the cavity height so
that the single vortex generated in it should flow past
the bottom wall as well. Further research should fo-
cus on the impact of a change in the cavity geometry
on the oscillation amplitude of pressure arising inside
the cavity, which may additionally improve the heat
transfer conditions.
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