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The article reports three experiments conducted to determine whether musicians possess better ability
of recognising the sources of natural sounds than non-musicians. The study was inspired by reports which
indicate that musical training develops not only musical hearing, but also enhances various non-musical
auditory capabilities. Recognition and detection thresholds were measured for recordings of environmental
sounds presented in quiet (Experiment 1) and in the background of a noise masker (Experiment 2). The
listener’s ability of sound source recognition was inferred from the recognition-detection threshold gap
(RDTG) defined as the difference in signal level between the thresholds of sound recognition and sound
detection. Contrary to what was expected from reports of enhanced auditory abilities of musicians, the
RDTGs were not smaller for musicians than for non-musicians. In Experiment 3, detection thresholds
were measured with an adaptive procedure comprising three interleaved stimulus tracks with different
sounds. It was found that the threshold elevation caused by stimulus interleaving was similar for musicians
and non-musicians. The lack of superiority of musicians over non-musicians in the auditory tasks explored
in this study is explained in terms of a listening strategy known as casual listening mode, which is a basis
for auditory orientation in the environment.
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1. Introduction

Over the last decades there has been an increasing
interest in the study of human abilities of acquiring and
processing acoustic information from the environment.
In addition to providing basic scientific knowledge on
the processes of auditory perception in the environ-
ment, psychoacoustic studies concerning environmen-
tal sounds also have an applied aspect, as those kind

1Portions of the data reported in this paper were pre-
sented at the 63rd Open Seminar on Acoustics in Białowieża
(Rościszewska et al., 2016) and at the Acoustics 2017 ASA-
EAA Meeting in Boston (USA).

of sounds are used as test and communication signals
in medicine and in various branches of engineering.

The term “environmental sounds” refers in the lit-
erature to sounds naturally occurring in the environ-
ment, other than speech and music (Gygi, 2001; Gygi
et al., 2007). This paper reports a study in which
recordings of environmental sounds were used as target
signals for the measurement of recognition thresholds
and detection thresholds. The purpose of the study was
twofold: (1) to determine whether musicians possess
better sound recognition abilities than non-musicians
and are able to recognise the sources of environmental
sounds at signal levels closer to the detection threshold,
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(2) to determine whether there exists any systematic
relationship between the acoustic characteristics of en-
vironmental sounds and the minimum signal level in-
crement above detection threshold required for a sound
source to be correctly recognised by a listener.

The sound level difference between the thresholds
of sound recognition and sound detection is termed
as the recognition-detection threshold gap, RDTG, in
the literature (Abouchacra et al., 2007). The size of
RDTG is equivalent to the minimum sensation level,
SL, at which a sound source is correctly recognised by
the listener.

Comparison of RDTGs measured for recordings of
environmental sounds may provide considerable in-
sight into various aspects of perception of this kind
of sounds: (1) estimation of the RDTG may be used
for assessment of the difficulty with which environmen-
tal sound sources are recognised by listeners and for
prediction of utility of particular sounds as communi-
cation signals in various applications; (2) the size of
RDTG may also serve as an indicator of the listener’s
sound recognition ability.

Abouchacra et al. (2007) measured detection and
recognition thresholds for a set of 30 recordings of envi-
ronmental sounds played back to the listeners in quiet
and in the presence of multitalker masking noise. The
results demonstrated that, both in quiet and in noise,
some sound sources were recognised by the listeners at
very low levels, almost as soon as the sound was de-
tected, while other became recognisable only when the
signal level was set well above the detection threshold.
Depending on the sound, the RDTG ranged from 2 to
nearly 13 dB in quiet and from 0.2 to nearly 12 dB in
masking noise (Abouchacra et al., 2007).

Andringa and Pals (2009) determined the
RDTGs for various acoustic categories of environmen-
tal sounds presented in the background of a pink noise
masker. The mean RDTG ranged from 7 dB for tonal
sounds to 11 dB for noise-like sounds in their experi-
ment. Large variability of RDTGs, spanning a range
from 2 to 22 dB in quiet, was also observed by Myers
et al. (1996) in an experiment conducted with the use
of filtered sound recordings, spectrally limited to one-
octave bands.

In the present study we sought to verify a work-
ing hypothesis assuming that RDTGs, determined
for environmental sounds, might be smaller for mu-
sicians than for non-musicians. This hypothesis was
derived from reports which indicate that training in
music develops not only musical hearing, but also en-
hances various auditory abilities not related to mu-
sic. Musicians, compared to non-musicians, demon-
strate enhanced ability of understanding speech in
noise (Parbery-Clark et al., 2009), better pitch
discrimination and timbre discrimination (Bogusz-
Witczak et al., 2015), better discrimination of voice
timbre in speech (Chartrand, Belin, 2006), bet-

ter ability of hearing out individual components in
tone complexes (Fine, Moore, 1993), enhanced au-
ditory working memory (Chan et al., 1998), supe-
rior auditory attention selectivity (Lee et al., 2007),
better abilities in identification of the temporal or-
der of sounds (Jakobson et al., 2003), and faster
reaction to sounds (Strait et al., 2010). Musicians
are less susceptible than non-musicians to backward
masking (Strait et al., 2010) and informational mask-
ing (Oxenham et al., 2003). The auditory advantages
of musicians observed in behavioral experiments have
also been supported by evidence from cognitive neu-
roscience studies of the brain processes of sound per-
ception (e.g., Musacchia et al., 2007; Pantev et al.,
2007; Herholz et al., 2011).

At signal levels close to detection threshold not all
acoustic signatures of a sound are clearly audible, so
only a limited set of perceptual cues can be used for the
recognition of the sound source. One may therefore ex-
pect that listeners with highly refined auditory skills
would be able to obtain more information from very
weak auditory cues and recognise the sound source
more readily than those who possess only average au-
ditory skills.

The experiments reported in this paper were con-
ducted using a set of stimuli belonging to various cat-
egories of environmental sounds distinguished on the
basis of their acoustic and perceptual characteristics
(Gygi et al., 2007). The measurements enabled there-
fore to examine whether there is any systematic rela-
tionship in the size of RDTG among the typological
categories of environmental sounds.

The present study comprised three experiments
conducted on groups of musicians and non-musicians.
In Experiments 1 and 2, the RDTGs were determined
for recordings of environmental sounds presented, re-
spectively, in quiet and in the background of a mul-
titalker noise masker. In Exp. 3 only detection thresh-
olds were measured, for selected sounds, with the use
of a single-track adaptive procedure and a procedure
with three interleaved stimulus tracks.

2. Method

2.1. Target sounds

The target sounds were binaural recordings of 16
environmental sounds commonly encountered in every-
day life and had either a form of a single homogenous
sound or consisted of a series of brief sounds form-
ing an acoustic event. The sounds were exemplars of
three categories distinguished by Gygi et al. (2007) in
a typology of environmental sounds based on the sim-
ilarity of their acoustic and perceptual characteristics:
(1) harmonic sounds, (2) impulsive sounds, (3) non-
harmonic sounds. Table 1 lists the sound sources or
sound events that produced the target sounds and
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Table 1. Duration, waveforms, and spectra of the recordings of environmental sounds used in Exps 1 and 2. The acronyms
in the first column denote the acoustic category of the sounds: H – harmonic sound, I – impulsive sound, NH – non-
harmonic sound. The abscissa on the spectrograms is sound duration represented on a linear scale and the ordinate shows

the frequency on a logarithmic axis, within a 20–20 000 Hz range.

Sound source/event Duration [ms] Waveform Spectrogram

Bicycle bell ringing (H) 1296

Bird calling (H) 1442

Car honking (H) 637

Laughter (H) 1350

Telephone ringing (H) 1376

Whistle blowing (H) 738

Coughing (I) 724

Door handle pressing (I) 906

Footsteps (I) 1445

Glass breaking (I) 673

Car starting (NH) 1368

Typing on keyboard (NH) 1049

Lighting a match (NH) 809

Toilet flushing (NH) 1457

Water pouring (NH) 1245

Zipper (NH) 702
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shows the durations, the waveforms, and rough ampli-
tude spectra of the sounds. The waveforms and spectra
shown in Table 1 were measured for the sum of signals
in the left and in the right channel.

For the determination of RDTGs (Exps 1 and 2)
a full set of 16 target sounds was used. The sounds were
played back in quiet in Exp. 1 and in the background
of a continuous noise masker in Exp. 2. The masker
added to the target sounds in Exp. 2 was a binaural
recording of 25-voice multitalker noise played back at
a sound level of 65 dB(A). The sound spectrum of the
masker is shown in Fig. 1. The measurements of detec-
tion thresholds in Exp. 3 were conducted with the use
of three target sounds presented in the background of
the multitalker noise masker used in Exp. 2.

Fig. 1. Long-term average spectrum of the multitalker noise
masker used in Exps 2 and 3.

2.2. Apparatus

Both the environmental sounds and the mutitalker
noise masker were recorded with a dummy head
(Neumann KU 100) and digitally stored on a Tas-
cam DR120 recorder in two-channel (44 100 Hz/16 bit)
wave format. The threshold measurements were
conducted in a sound-attenuating booth. A PC-
compatible computer controlled the presentation of the
sounds, executed the psychophysical procedures and
stored the listeners’ responses. The wave files, played
back from hard disk, were D/A converted (Focusrite
Scarlett 2i2 audio interface), led through two pro-
grammable attenuators (Tucker-Davis Technologies,
PA4) and a headphone buffer (Tucker-Davis Technolo-
gies, HB6), and reproduced dichotically through a Bey-
erdynamic DT 990 headset. An artificial ear (Brüel &
Kjær, type 4143) coupled with a 1/4-inch microphone
(Brüel & Kjær, type 4134) and a spectrum analyser
(Brüel & Kjær, type 4144) were used for the measure-
ment of the sound pressure levels reproduced from the
earphones and for spectral analysis of the sounds.

All experiments were conducted in a soundproof
booth. Depending on the task performed during a lis-
tening session, the listeners entered their responses us-
ing a computer terminal or a button box (Tucker-Davis
Technologies, RBOX) (see Subsec. 2.4).

2.3. Listeners

All experiments were conducted on a group of 10
musicians and 10 non-musicians. The groups of listen-
ers were different in Exps 1, 2, and 3. None of the
listeners had any history of hearing difficulties and
all of them had pure-tone audiometric thresholds at
15 dB HL or less, at octave frequencies between 0.25
and 8 kHz. The musicians were students at the Fry-
deryk Chopin University of Music in Warsaw and the
non-musicians were students from various non-musical
academic schools. None of the non-musician listeners
had any experience in amateur musical activity.

2.4. Procedure

2.4.1. Experiments 1 and 2

In Exps 1 and 2 the listeners took part in a recogni-
tion task and in a detection task. The recognition task
was conducted first and the detection task began after
all the sound recognition tests had been completed in
a given experiment.

(A) Recognition task: Recognition thresholds were
measured using a one-interval, 16-alternative, forced
choice (16-AFC) procedure. In each trial a target sound
was presented and the listener had to identify the
sound source by selecting one of the 16 available re-
sponses on the computer screen. After the listener had
entered the answer, a next trial began. When the lis-
tener was unable to recognise the sound source, he/she
gave a guessed answer.

Each target sound was presented at seven signal
levels in each presentation of a block of trials. The sig-
nal levels were set individually for each sound such as
to span, in six steps, a range from the expected de-
tection threshold to a level of 21 dB above threshold.
Five signal level steps were 3 dB in size and the size
of the highest step was 6 dB. The signal levels corre-
sponding to the expected detection threshold, used as
reference for setting the signal levels in the recognition
task, were roughly estimated by three members of the
laboratory staff in a pilot test, by adjusting the sig-
nal level with a manual attenuator and then verified in
a 16-AFC recognition task, in a practice run completed
by selected listeners.

The set of stimuli comprised 112 test items (16 tar-
get sounds × 7 signal levels) presented in random order,
different in each presentation of the set. The observa-
tion interval within which the target sound was played
back was marked by a visual signal on the screen. To
prevent the listeners from using the visual marker’s du-
ration as a cue for selecting the response the marker
had the same duration of 1.5 s in all trials, regardless of
the duration of the target sound in a given trial. When
the listener was unable to identify the sound source
or the sound was inaudible, he/she selected a response
by guessing. To reduce the possibility of constant er-
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rors in guessed responses the 16 sound sources were
displayed in different order on the computer screen in
each trial.

Each listener completed 12 series of judgments of
the set of 112 test items. The responses obtained from
10 listeners were then used to determine a psychomet-
ric function for recognition showing the percentage of
correct recognitions obtained for a given sound at each
of the seven signal levels, in the group of musicians and
in the group of non-musicians. The recognition thresh-
old was estimated as the signal level corresponding
to 53.125% correct recognitions, a value midway be-
tween random recognition in a 16-AFC task (6.25%)
and 100% correct recognition.

(B) Detection task: Detection thresholds were mea-
sured using an adaptive, two-interval, two-alternative
up-down forced-choice procedure (2I, 2-AFC) with
feedback (Levitt, 1971). The observation intervals
and correct-answer feedback were indicated in each
trial by lights on the listener’s response box. The signal
level was varied according to a two-down/one-up deci-
sion rule that estimated the 70.7% correct point on the
psychometric function. Each adaptive run started with
a signal level approximately 15 dB above the listener’s
threshold and terminated after 50 trials. The initial
step size of 5 dB was reduced to 2 dB after the fourth
reversal of signal level. The threshold was estimated as
the average signal level at the reversals, following the
fourth reversal. Each listener completed three adaptive
runs for each sound. The detection threshold deter-
mined for a listener was taken as the mean of thresh-
olds determined in three runs conducted with the use
of a given sound.

2.4.2. Experiment 3

A characteristic feature of a single track adaptive
procedure, such as that used for the measurement of
detection thresholds in Exps 1 and 2, is that the lis-
tener knows what sound will be presented in each trial
and may focus attention on that sound. An alterna-
tive way of stimulus presentation is the interleaving
of multiple adaptive tracks in a block of trials (Leek,
Watson, 1994). When adaptive tracks are interleaved
the stimulus to be presented in a given trial is chosen at
random, out of the set of tracks currently used in a run,
and the listener cannot focus attention on an expected
sound, as is the case of a single-track procedure.

The purpose of Exp. 3 was to examine the effect
of track interleaving on the detection thresholds mea-
sured for musicians and non-musicians in the presence
of a continuous multitalker noise masker. The masker
was the same as that used in Exp. 2. The thresholds
were measured in two stimulus conditions: (1) sep-
arately for each target sound in single-track runs,
(2) with interleaved adaptive tracks run at the same
time for three target sounds. In both conditions, the

procedures of signal level setting and calculation of the
detection thresholds in each of the interleaved tracks
were the same as in the single track procedure in Exp. 2
(see Subec. 2.4.1).

3. Results and discussion

3.1. Recognition-detection gaps
(Experiments 1 and 2)

Figure 2 shows, for the groups of musicians (cir-
cles) and non-musicians (squares), the mean detection
threshold and the standard deviation around the mean
for 16 target sounds played back in quiet (Exp. 1,
open symbols) and in the presence of a continuous
multitalker noise masker (Exp. 2, filled symbols). The
thresholds are expressed in terms of unweighted sound
exposure level, SEL, according to the following for-
mula:

SEL = 10 log
⎛
⎜
⎝

1

T0

t2

∫
t1

p2(t)

p2
0

⎞
⎟
⎠

dt, (1)

where T0 is the reference duration of 1 s, p(t) is the
sound pressure, p0 is the reference sound pressure of
20 µPa, t1 and t2 are the starting and ending times
of the measurement. The sounds are grouped along
the abscissa axis by the following categories: (1) har-
monic sounds, (2) impulsive sounds, (3) non-harmonic
sounds.

Fig. 2. Detection thresholds measured in Exps 1 and 2 for
the recordings of 16 target sounds. Group means across
10 musicians (circles) and 10 non-musicians (squares). The
open symbols show the thresholds in quiet (Exp. 1) and the
filled symbols show the thresholds measured in the pres-
ence of a multitalker noise masker (Exp. 2). Error bars
indicate the standard deviation of threshold values around

the means.
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The open symbols in Fig. 2 show that the group
mean detection thresholds measured for individual tar-
get sounds in quiet ranged from −13.8 dB (whistle
blowing) to 9.1 dB (car starting) in the group of musi-
cians and from −11.9 dB (whistle blowing) to 12.2 dB
(car starting) in the group of non-musicians. The
masked thresholds (filled symbols) spanned a range
from 7.1 dB (whistle blowing) to 33.1 dB (footsteps)
in the group of musicians and from 6.4 dB (whistle
blowing) to 33.3 dB (car starting) in the group of non-
musicians. The relatively large overall ranges of detec-
tion thresholds obtained for both groups of listeners,
in quiet and in masked conditions, was an expected
effect as the target sounds used in the experiment con-
siderably differed in their spectral and temporal char-
acteristics. In general, the thresholds were lower for
harmonic sounds than for the two other acoustic cat-
egories. The lower detection thresholds resulted from
the spectral characteristics of harmonic sounds: those
sounds were high pitched and their spectra contained
strong formants at frequencies between about 2 and
5 kHz, in the range of maximum hearing sensitivity.

The detection thresholds determined for individual
target sounds were similar for the groups of musicians
and non-musicians and did not differ by more than
2 dB in the case of most sounds. Somewhat larger dif-
ferences, amounting to 4 dB between the two groups
of listeners, were observed for the sound of telephone
ringing in quiet and the masked sound of glass break-
ing. However, a two-tailed t-test for independent pairs
of values has indicated that those differences were sta-
tistically non-significant (telephone ringing in quiet:
t = 0.734; p = 0.469; masked sound of glass breaking:
t = 1.176; p = 0.249).

Figure 3 presents the mean sound recognition
scores obtained from musicians (circles) and non-
musicians (squares) in quiet (Exp. 1, open symbols)
and in the presence of a continuous, multitalker noise
masker (Exp. 2, filled symbols). The results for each
target sound are plotted in a separate panel. Each data
point is based on 120 responses (10 listeners × 12 rep-
etitions) and shows the percentage of correct recogni-
tions at the signal level indicated on the abscissa. The
horizontal, broken line marks the value of 53.125% cor-
rect responses taken as the recognition threshold.

When threshold signal levels are derived from em-
pirical psychometric functions a key issue is to de-
cide what percentage of correct responses should be
taken as the threshold level. The point of 53.125% cor-
rect responses shown by the broken line in the pan-
els in Fig. 3 lies midway between the level of guess-
ing (6.25%) and 100% recognition in a 16-AFC task.
Such a rule of estimating thresholds from psychome-
tric functions has been commonly used in classical
psychophysics (Fechner, 1860). However, in mod-
ern studies, based on the signal detection theory, psy-
chophysical thresholds are specified in terms of the in-

dex of detectability, d′ (Green, Swets, 1966). The
d′ values given for m-alternative forced choice tasks in
the literature (Macmillan, Creelman, 2005) refer
to a model based on an assumption that all observa-
tion intervals in a trial contain random noise and the
target signal is added to the noise in one of the inter-
vals (Green, Swets, 1966). The application of such
a model might be, however, problematic in the present
experiment as the decision process in the recognition
task was more complex than assumed in the model of
an m-alternative forced choice task. The target sounds
presented in the 16-AFC recognition task differed in
the degree of their mutual, perceptual similarity. It is
therefore very likely that the listeners responded by
choosing an alternative not from the full set of 16 tar-
get sounds, but from a smaller number of sounds which
seemed to be reasonably matched with the auditory
cues perceived in a given trial. A straightforward ap-
plication of the theory underlying the m-alternative
forced choice technique would not therefore correspond
to the actual process of sound recognition performed
by the listeners in Exps 1 and 2.

It should also be noted that the choice of the
point on the psychometric function taken as recogni-
tion threshold was of no critical importance in this
study. A comparison of auditory abilities of musi-
cians and non-musicians in sound recognition at near-
threshold signal levels could be made in a reliable way
with reference to any, arbitrarily chosen point of the
psychometric function, located within the range from
above chance recognition to below 100% correct recog-
nition.

As seen in Fig. 3, the set of group mean percentages
of correct recognitions calculated for the signal levels
used in the experiment did not yield, in the case of
almost all sounds, a target value of 53.125%, so the
recognition threshold was calculated by interpolation
of the two adjacent data points surrounding the target
percentage level.

The data plotted in individual panels in Fig. 3 show
that the psychometric functions for recognition had for
most sounds a typical shape of an ogive curve extend-
ing from chance level to 100% correct recognition. Such
a pattern of data is apparent in Fig. 3 in both condi-
tions – in quiet and in noise, for musicians as well as
for non-musicians. In the case of some sounds (e.g.,
door handle pressing and toilet flushing in quiet) the
highest signal levels used in Exp. 1 were still too low to
yield a level of 100% correct recognition scores. It also
should be noted that the mean percentage of correct
recognitions obtained for the sound of toilet flushing
in quiet, for the group of non-musicians in Exp. 1, did
not at all reach the target level of 53.125%.

The signal levels corresponding to the recognition
threshold were, for most target sounds, almost identi-
cal for the groups of musicians and non-musicians. This
convergence of the data between the two groups of lis-
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Fig. 3. Percentage of correct recognitions of environmental sound sources as a function of unweighted sound exposure
level. Means across 10 musicians (circles) and 10 non-musicians (squares). Open symbols show the results obtained in
quiet (Exp. 1) and the filled symbols show those obtained in the presence of a multitalker noise masker (Exp. 2). The
horizontal broken line shows the target level of 53.125% correct recognitions used for the determination of the recognition

threshold.

teners was strongly apparent in Exp. 2, where most of
the recognition psychometric functions, determined for
musicians and non-musicians, practically overlapped
(Fig. 3).

Figure 4 shows the RDTGs determined for each
of the 16 sounds and two groups of listeners – musi-
cians and non-musicians, in quiet (Exp. 1) and in noise
(Exp. 2). The RDTG was calculated for each sound
as the difference in decibels between the recognition
threshold and the detection threshold measured for a
given group of listeners. The unmasked RDTG could
not be calculated for the sound of toilet flushing in the
group of non-musicians as the percentage of correct

recognitions did not reach the target level of 53.125%
in that case (see Fig. 3b).

As seen in Fig. 4, the RDTGs varied, depending on
the sound, and ranged in quiet (Exp. 1) from 2.8 dB
(bird calling) to 13.4 dB (toilet flushing) in the group
of musicians and from 3.1 dB (footsteps) to 10.4 dB
(door handle pressing) in the group of non-musicians.
The RDTGs measured in the presence of the mul-
titalker noise masker were within the range from 3.3
(bird calling) to 14.2 dB (toilet flushing) in the group
of musicians and from 2.5 dB (bird calling) to 14.0 dB
(toilet flushing) in the group of non-musicians. The
RDTG ranges determined in the present study agree
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Fig. 4. Recognition-detection threshold gaps for 16 environmental target sounds. Group means
for musicians and non-musicians in Exp. 1 (in quiet) and Exp. 2 (in noise).

fairly well with those reported by Abouchacra et al.
(2007). The RDTGs ranged in their study 3.0–12.6 dB
in quiet, 3.9–11.6 dB in noise, except for one outlying
sound in noise, which was recognised practically at the
detection threshold (Abouchacra et al., 2007).

A noteworthy finding becomes evident when the
RDTG values shown in Fig. 4 are examined with ref-
erence to the psychometric functions plotted for indi-
vidual sounds in Fig. 3. It is clearly apparent that the
psychometric functions for recognition are shallower
for the sounds with the largest RDTGs (toilet flush-
ing, door handle pressing) than for all the other sounds.
This finding indicates that the difficulty with which
a sound is recognised at low signal levels, manifested
by a larger RDTG, is also reflected by a shallower psy-
chometric function for sound recognition.

As the present study and the literature reports
(Abouchacra et al., 2007) show that RDTGs con-
siderably vary for different environmental sounds an
important question arises as to whether there are any
specific acoustic cues that facilitate sound recognition
at very low signal levels? A comparison of the RDTGs
plotted in Fig. 4 with the sound waveforms and spec-
trograms shown in Table 1 suggests that the easiest
ones to recognise are the sounds consisting of repeated,
regular or irregular brief acoustic events (bird calling,
laughter, footsteps, typing on keyboard) and sounds
with abrupt onset and/or offset (car honking, glass
breaking, coughing, lighting a match). The hardest
ones to recognise are sounds with a more gradual onset
and offset and a broadband spectrum (toilet flushing,
door handle pressing, car starting).

To verify the main hypothesis put forward in the
present study, assuming that musicians outperform
non-musicians in the recognition of environmental

sound sources at low signal levels, it is essential to de-
termine whether the RDTGs measured in Exps 1 and 2
were smaller for musicians than for non-musicians. To
facilitate such a comparison of the two groups of lis-
teners, the RDTGs shown in Fig. 4 were replotted in
Fig. 5 in such a way that the coordinates of each data
point show the RDTGs obtained for a given sound for
the group of musicians (abscissa) and for the group
of non-musicians (ordinate). The open symbols indi-

Fig. 5. A comparison of RDTGs determined for a group of
10 musicians and a group of 10 non-musicians, for 16 tar-
get sounds presented in quiet (Exp. 1, open symbols) and
in the background of a multitalker noise masker (Exp. 2,
closed symbols). The abscissa of each point is the RDTG
determined for a given sound for musicians; the ordinate
shows the RDTG for the same sound, for non-musicians.
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cate the RDTGs obtained in quiet and the filled ones
show the RDTGs measured in noise.

If musicians had better ability of sound source
recognition the RDTGs should be larger for non-
musicians and the data points would fall into the area
above the diagonal line in Fig. 5. It is, however, appar-
ent in Fig. 5 that most of the data points are clustered
in close vicinity of the diagonal line, above and below
the line, which means that the differences in the size
of RDTG were small between the groups of listeners
and did not exhibit any systematic pattern that would
indicate a pronounced advantage of one group over the
other one in sound recognition.

It should also be noted that some of the data points
seen in Fig. 5 are located at a somewhat larger dis-
tance from the diagonal line than the rest of the points.
Those points, plotted by open symbols, represent the
RDTGs determined in quiet, and are distributed both
above and below the diagonal line. At the present stage
it is difficult to determine what exactly has caused
a larger difference between the group RDTGs in the
case of some individual target sounds presented in
quiet. One possible explanation is that the measure-
ments of sound detection and sound recognition were
to a larger degree affected by the fluctuations of phys-
iological noise in quiet (Exp. 1) than in the presence
of the noise masker (Exp. 2).

3.2. The effect of stimulus interleaving
on the assessment of detection thresholds

Figure 6 shows the results of Exp. 3 in which the
detection thresholds were measured in the presence of
a continuous multitalker noise masker, with the use
of a single track procedure and with a procedure with
three interleaved stimulus tracks, each containing a dif-

Fig. 6. Masked detection thresholds determined for record-
ings of three environmental sounds with the use of a single-
track procedure (open symbols) and a procedure with three
interleaved stimulus tracks (closed symbols). Group means
for 10 musicians (circles) and 10 non-musicians (squares).

ferent target sound. The data plotted in Fig. 6 are
group mean detection thresholds obtained for 10 mu-
sicians (circles) and 10 non-musicians (squares). Open
symbols show the thresholds measured in single-track
runs and filled symbols are the data obtained with
stimulus track interleaving. Each listener completed
three runs in each condition and the data points in
Fig. 6 indicate the group means. The error bars show
the standard error of individual listeners’ thresholds
around the means.

The data in Fig. 6 show that interleaving of stim-
ulus tracks caused a slight elevation of the detection
threshold both in the group of musicians and in the
group of non-musicians. The magnitude of threshold el-
evation depended on the sound and ranged from about
1 dB (telephone ringing) to nearly 5 dB (laughter).
A noteworthy observation is that, for individual target
sounds, the threshold elevation caused by interleaving
of stimulus tracks was similar for musicians and non-
musicians.

4. General discussion

The lack of evidence for the assumed superiority of
musicians over non-musicians in the ability of recognis-
ing the sources of environmental sounds needs a more
thorough comment, in light of the body of published
reports that have demonstrated the effect of “musician
hearing advantage”, in a variety of non-musical audi-
tory tasks presented in the Introduction. The present
results pose a question of why the enhanced auditory
skills of musicians, manifested in a variety of listen-
ing tasks in psychoacoustical experiments, could not
be observed when the listeners had to recognise the
sources of environmental sounds?

The answer to this question should be sought in
the specific nature of the perception of environmental
sounds. Sound perception may be based upon different
listening strategies, termed the modes of listening in
the literature (Gaver, 1993a; 1993b; Chion, 1994).
The listening mode upon which the listener’s response
is based in a given auditory task depends on the type of
sounds being listened to and the purpose of listening.

A number of classifications of listening modes,
based on various criteria, were proposed in the litera-
ture (Schaeffer, 1966; Gaver, 1993a; 1993b; Chion,
1994; Preis, Klawiter, 2005; Tuuri et al., 2007).
The most relevant to the present study is a clas-
sification presented by Chion (1994) in which he
distinguished three basic modes of listening: causal
listening, semantic listening, and reduced listening.
Causal listening, also termed everyday listening by
Gaver (1993a; 1993b), is focused on the identifica-
tion of the sound sources and gathering information
about the events in the environment that are reflected
by the sounds. The focus of semantic listening is to ex-
tract the meanings conveyed by the sounds by means of
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a certain code or language. The most common example
of this mode of listening is the reception of spoken lan-
guage, but the concept of semantic listening may also
refer to various other situations in which a meaning
is inferred by a sound associated with a certain type
of formal or habitual code. The aim of reduced listen-
ing is to perceive the inherent sonic characteristics of
sound with no connotations to any sound sources or
events that might produce the sounds. The term re-
duced listening was coined by Schaeffer (1966) in
a treatise on the phenomenology of musical and au-
ditory objects. Reduced listening has also been called
musical listening (Gaver, 1993a; 1993b). The classifi-
cation of listening modes proposed by Chion (1994),
as well as other similar classifications (e.g., Gaver,
1993a; 1993b), are very general in their character. One
should therefore keep in mind that in real-life situa-
tions of sound perception different modes of listening
may operate concurrently and complement each other
in the accomplishment of the goal of listening (Tuuri
et al., 2007).

The task of recognition of the sources of environ-
mental sounds performed by the listeners in the present
study belongs to the class of the causal listening mode
whereas the findings of enhanced auditory abilities of
musicians, reported in the literature, were obtained in
experimental tasks based on semantic listening, con-
ducted with the use of speech sounds (e.g., Parbery-
Clark et al., 2009), and on reduced listening, in the
case of artificial test signals presented in basic research
studies in psychoacoustics (e.g., Oxenham et al., 2003;
Strait et al., 2010). This difference may explain, at
least in part, why the auditory skills developed by mu-
sical training and resulting in better performance of
musicians in a variety of non-musical auditory tasks,
were not manifested by improved recognition of the
sources of environmental sounds in the present study.

Each mode of listening engages a different set of au-
ditory perceptual mechanisms. Gygi (2001) noted an
important difference between listening to environmen-
tal sounds, and to speech and music. When listening is
aimed at auditory orientation in the environment the
listener is focused on short-term spectral and tempo-
ral properties of the acoustic signals, as such a strategy
facilitates quick recognition of the sound sources. In lis-
tening to speech and music the listener’s attention is
spread over a longer time interval which is needed to
extract the semantic or artistic messages conveyed by
the sounds.

The present data, interpreted in terms of Chion’s
(1994) classification of listening modes, indicate that
the auditory listening abilities developed by musi-
cal education and musical professional experience are
much more closely related to semantic listening and
reduced listening than to the casual listening mode
which is the basis of sound source recognition and au-
ditory orientation in the environment. Although this

study has shown that musical training does not im-
prove the ability of recognising the sources of envi-
ronmental sounds, it should be emphasised that such
an ability may be improved by specialised, but not
necessarily musical training, focused on the perception
of specific classes of sounds. A variety of specialised
training courses aimed at the development of auditory
skills needed for the identification of specific classes
of sound sources and sound events in the environment
have been developed and successfully implemented in
various branches of science and technology, for exam-
ple, in the automotive industry (e.g., Miśkiewicz,
Letowski, 2014) and in the military (Fluitt et al.,
2010; Scharine et al., 2010).

Another finding of the present study that adds new
insight to the reports of the “musician hearing advan-
tage” effect is that interleaving of stimulus tracks con-
taining different sounds has a similar effect on the as-
sessment of sound detection thresholds in musicians
and in non-musicians. Studies of auditory attention
selectivity (see (Scharf, 1998) for a review) have
demonstrated that spectral cues have a strong effect
on signal detection. When the listener’s attention is
focused on a particular frequency band the detection
threshold is typically lower than in conditions when
the signal frequency is not known in advance to the
listener. In the present study the use of track inter-
leaving resulted in an elevation of detection threshold
by the same level in the groups of musicians and non-
musicians. This finding suggests that auditory atten-
tion, involved in sound detection, has a similar spectral
selectivity in musicians and non-musicians.

Although the main objective of this study was to
compare the abilities of musicians and non-musicians
in the recognition of environmental sound sources,
the measurement conducted in the experiments also
gave an opportunity to determine the physical prop-
erties of sounds that facilitate sound source recogni-
tion at low signal levels. The finding that no clear-
cut relations between the physical characteristics of
sound and the size of RDTG were apparent in the
experiments adds to the reports which indicate that
recognition of the sources of environmental sounds is
a complex process based on multiple acoustic cues
(Pastore et al., 2008). Humans exhibit extensive
abilities of extracting environmental information from
sounds and can recognise the sources of the sounds
as well as their various physical properties commu-
nicated in form of acoustic information. For exam-
ple, listeners are able to estimate by sound the size
and shape of impacted bars (Lakatos et al., 1997),
the length of dropped rods (Carello et al., 1998)
and the posture of walkers (Pastore et al., 2008). The
acoustic cues upon which such sophisticated auditory
judgments are made and the interrelations between
those cues are, however, very complex and still poorly
understood.
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5. Conclusions

The main conclusions of the present study are as
follows.

• Contrary to what might be inferred from the re-
ports of the so called “musician hearing advan-
tage” effect, musicians did not demonstrate better
ability of recognising the sources of environmental
sounds than non-musicians in the present study.

• The lack of auditory superiority of musicians over
non-musicians in the ability of recognising en-
vironmental sound sources may be explained in
terms of a listening strategy, known as the casual
listening mode, which is a basis for auditory orien-
tation and recognition of the sound sources in the
environment. The auditory advantages of musi-
cians over non-musicians, reported in a number of
studies, were observed in non-musical experimen-
tal tasks based not on the casual listening mode,
but on different cognitive auditory processes of re-
duced listening and semantic listening.

• The recognition thresholds measured for individ-
ual sounds exceeded the detection thresholds by
3–14 dB and had a similar range in quiet and
in noise. The difficulty with which a sound is
recognised by the listener, manifested by a larger
RDTG, seems to be also reflected by the steep-
ness of the psychometric function for recogni-
tion. The psychometric functions determined for
sounds with the largest RDTGs were shallower
than those obtained for all the other sounds in
the present study.

• The elevation of detection threshold caused by in-
terleaving of different sounds during the presen-
tation of stimuli is similar for musicians and non-
musicians. This finding shows that the frequency
selectivity of auditory attention which causes such
a threshold elevation does not improve by musical
training and practice in music performing.
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