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Today’s human-computer interaction systems have a broad variety of applications in which automatic
human emotion recognition is of great interest. Literature contains many different, more or less successful
forms of these systems. This work emerged as an attempt to clarify which speech features are the most
informative, which classification structure is the most convenient for this type of tasks, and the degree to
which the results are influenced by database size, quality and cultural characteristic of a language. The
research is presented as the case study on Slavic languages.
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1. Introduction

Automatic emotion recognition from speech gains
in popularity as the number of opportunities for real
world application increases. Emotional awareness en-
ables software to adapt behaviour to its current user’s
emotional state. For example, safety is enhanced when
a car detects that the driver is angry or tired and can
then react to it. It also furthers the learning efficiency
of students using e-learning systems, by detecting bore-
dom or disinterest. In the case of call centres, emotion-
ally aware call management software can improve cus-
tomer satisfaction (COWIE et al., 2001; KOLAKOWSKA
et al., 2014; VINOLA, VIMALADEVI, 2015). Besides, it
is necessary that the software interface is adapted to
the user’s language and culture so as to achieve the
effect of natural interaction. Furthermore, since voice
parameters are influenced by the nature of the lan-
guage (PELL et al., 2009b) and people within the same
culture recognise emotions better (PELL et al., 2009a)
it is important to investigate how emotions are dis-
played in different languages.

Automatic speech emotion recognition experi-
ments in up-to-date research have been rarely per-
formed using Slavic languages, and comparative analy-
sis has not been done so far. This may be due
to a lack of research data in these languages and
the current state of database availability. So far,

Slavic language databases of acted emotional speech
in Serbian (GEES) (JoviCIC et al., 2004), Polish
(PES) (CicHOSz, 2008; IGRAS, ZIOLKO, 2013; STA-
RONIEWICZ, MAJEWSKI, 2009) and Russian (RUS-
LANA) (MAKAROVA, PETRUSHIN, 2002) have been
compiled. Databases of spontaneous speech have re-
cently been developed in Croatian (CrES) (DROPULJIC
et al., 2011), Czech (CzED) (UHRIN et al., 2014) and
Slovenian (EmoLUKS) (JUSTIN et al., 2015).

On the Serbian database several -classification
methods have been used for the five emotions classifi-
cation task. The use of discrete Hidden Markov Models
(HMMs) with Linear Prediction Cepstral Coefficients
(LPCC), Log Frequency Power Coefficients (LFPC),
total signal energy (E), teager energy (TE), fundamen-
tal frequency (F0) and values of the formants (FF)
has reached 72% of recognition rate (NEDELJKOVIC,
burovi¢, 2015). In the case of Support Vector Ma-
chine (SVM) approach, the results oscillated between
62.78% and 91.3% depending on which test setup
was used (HASSAN, DAMPER, 2010; MILOSEVIC et al.,
2016). The results obtained so far on the Polish
database PES have been contrasted: 50.73% using
k Nearest Neighbours (kNN) and Mel Frequency Cep-
stral Coefficients (MFCC) (KAMINSKA et al., 2013),
whereas phoneme level formant features combined with
Binary Decision Trees (BDT) give 81.9% (SLOT et al.,
2009). MFCC-SVM combination has provided 40.5%
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when solely MFCC have been used and 33.75% when
deltas and double deltas have been added (KAMINSKA
et al., 2017). The CrES database contains utterances
which are linguistically very diverse and a large num-
ber of speakers. On this database, recognition rate for
five emotions classification task has been 65.4%, using
fused feature set and Random Forest (RF) classifica-
tion method (DROPULJIC et al., 2016b). Experiments
on the RUSLANA database have been dedicated to
analyzing acoustic features of different phonemes in
Russian emotional speech (MAKAROVA, PETRUSHIN,
2012). To our knowledge, automatic emotion recogni-
tion results have not yet been published for the Rus-
sian, Czech and Slovenian emotional speech databases.
A more detailed overview of systems for recognising ba-
sic emotions in speech, tested on Slavic databases, is
given in Table 1.

Numerous recent researches have been based on
the general set of features defined in the INTER-
SPEECH 2009 Challenge (SCHULLER et al., 2009a), ex-
tracting it usually using openSMILE:) toolkit (EYBEN,

SCHULLER, 2014). KAMINSKA et al. (2017) and DELIC
et al. (2012) have suggested in their researches on the
Polish and Serbian databases that spectral features
perform similarly or even better than prosodic fea-
tures. As far as classification methods are concerned,
AYADI et al. (2011) has reviewed that a variety of
methods have been used so far, each entailing both
benefits and limitations.

In the research, we implemented and examined
typical spectral features (BITOUK et al., 2010): LPCC,
LFPC and MFCC in combination with the most used
classification methods based on HMM, SVM and Deep
Neural Network (DNN). We used GEES, PES and
RUSLANA databases. The tests were also conducted
on the most used database in emotional speech
recognition, Berlin (BURKHARDT et al, 2005), to
obtain results for comparison. All features were tested
separately combined with each classification method
in order to examine the efficiency of their combinations
for each of the three Slavic languages — Serbian, Polish
and Russian. For the purpose of measuring the effi-

Table 1. Basic emotion recognition systems tested on databases of Slavic languages.

Language Feature set Classifiers Emotions Reference
LPCC, LFPC, E, HMM anger, fear, joy, neutral, (NEDELJKOVIC, DUROVIC, 2015)
TE, FO, FF sadness
MFCC, E, FO, FF, SVM anger, fear, joy, neutral, (SHAUKAT, CHEN, 2008; 2011)
harmonicity, duration, sadness
loudness, voice source
openEAR feature set |SVM anger, fear, joy, neutral, (HassaN, DAMPER, 2010)
Serbian sadness
MFCC SVM anger, fear, joy, neutral, (MILOSEVIC et al., 2016)
sadness
MFCC, Temporal Dis- | Artificial anger, fear, joy, sadness, threat | (PoPovi¢C et al., 2013)
crete Cosine Transform | Neural
Network
(ANN)
MFCC, E, FO Linear Bayes |anger, fear, joy, neutral, (DELIC et al., 2012; BOJANIC et al.,
(LB), kNN sadness 2014)
MFCC, E, FO, FF, SVM, RF anger, fear, joy, neutral, (DrROPULJIC et al., 2016a; 2016b)
Croatian | voice source, sadness
linguistic features
E, FO, FF, duration, BDT anger, fear, joy, neutral, (SLoT et al., 2009)
zero crossing rate sadness, boredom
MFCC, Human Factor | kNN anger, fear, joy, neutral, (KAMINSKA et al., 2013)
Cepstral Coefficients sadness, boredom
(HFCC)
Polish | B FO, FF, spectral kNN, SVM anger, fear, joy, neutral, (KAMINSKA et al., 2017)
perceptual features sadness, anticipation, surprise,
(MFCC, HFCC, disgust
and others)
E, FO, FF, Linear LB, SVM, anger, fear, joy, neutral, (STARONIEWICZ, 2011)
Prediction Coefficients | ANN, kNN, |sadness, surprise, disgust
(LPC) BDT, Linear
Discriminant
Analysis
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ciency of a feature-classifier combination for a particu-
lar database, success coefficients (SCs) of the features,
classifiers and feature-classifier pairs were introduced.
The emotions, which were classified, were: joy, anger,
sadness, fear and a neutral emotional state, since this
was the broadest selection of emotional states that all
databases have in common.
The aim of our research was to:

1) evaluate robustly and reliably features, classifiers
and their combinations;

2) investigate which emotion recognition system is
the most convenient for being used in a particular
language or a group of languages, or if the choice
is language independent;

3) explore in which way database properties influ-
ence the final classification result.

The remainder of the paper is organised as follows.
Section 2 provides information about the databases
used. Section 3 describes the emotion recognition sys-
tem — feature extraction algorithms and classification
methods, and defines a success measure. Section 4
presents and discusses the results. Section 5 concludes
the paper.

2. Databases

Technical information about the databases GEES,
PES, RUSLANA and Berlin, which are used in the re-
search, is summarised in Table 2. All four databases
are of acted emotional speech. The amount of data
recorded per speaker is the largest in the GEES
database and the smallest in the PES database,
whereas RUSLANA contains the largest number of
speakers and the most training data per emotion.
GEES and Berlin have the highest validation rate from
human judges, while no precise data for PES and RUS-
LANA exists. In the case of PES, RUSLANA and
Berlin databases all sentences containing joy, anger,

sadness, fear and a neutral emotional state were used.
In the case of the GEES database, only long sentences
were used for these emotional states.

3. Emotion recognition system

The task of an emotion recognition system is to
assess the emotional state of the test utterance, based
on previously trained models of emotions.

A model of emotion is created in an appropriate
form for each classification method, using feature vec-
tors extracted from training utterances. The feature
vectors were constructed from 36 values which are 12
feature coeflicients with their delta and double delta
coefficients on the frame level. The feature statistics
were calculated over all feature vectors for one utte-
rance. The calculated statistics were: minimum, maxi-
mum, mean, variance and range. As far as the input
format is concerned, one HMM input was an array of
feature vectors which represented a single utterance.
One input in SVM and DNN was a vector of feature
statistics calculated over a single utterance. Feature
extraction algorithms, classification methods, and for-
mulas for SCs are presented below.

3.1. Feature extraction

First, the signal was divided into frames of 16 ms
length, with an overlap of 9 ms. Next, the Hamming
window (1) was applied to each frame, to minimise
spectral leakage:

n
1)

n=0,.,N-1, (1)

w(n) = 0.54 - 0.46 - cos (27r

where N is the number of samples in the frame/
window. Then specific calculations were performed.
A block diagram of feature extraction is shown in

Table 2. Overview of database information.

Attribute

GEES

PES

RUSLANA

Berlin

Emotions available

anger, happiness,
fear, sadness,

anger, happiness,
fear, sadness,

anger, happiness,
fear, sadness,

anger, happiness,
fear, sadness,

neutral neutral, boredom neutral, surprise neutral, boredom, disgust
Language Serbian Polish Russian German
Speakers 3 male, 4 male, 12 male, 5 male,
3 female 4 female 49 female 5 female
Utterances 32 words, 5 short sentences 10 long and short 10 long and short
30 short sentences, sentences sentences
30 long sentences,
1 passage
Human validation |93.33-96.06%, 60-84%, no validation data 79.6-96.9%,
depending depending depending on emotion
on emotion on speaker
Sampling frequency | 22.05 kHz 44.1 kHz 32 kHz 16 kHz
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Fig. 1. The details of each feature calculation algorithm
are given in the following sub-sections.
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Fig. 1. Feature extraction from speech signal.

8.1.1. Linear Prediction Cepstral Coefficients

LPCC (Farsi, SALEH, 2014; RABINER, JUANG,
1993) are based on the assumption that one speech
sample at the present time can be predicted as a lin-
ear combination of past speech samples. The following
procedure was used to calculate LPCC from a framed
and windowed speech signal z(n), n=0,..., N - 1:

1) The autocorrelation function was estimated using
modified covariance method:

1 N-1 ] ]
R; —p)(z z(n-i)x(n-j)

g~ 2(N =
N-1-p
+ Z x(n+i)x(n+j)), 0<i,5<p, (2)
n=0

where p = 8 is the number of autocorrelation coef-
ficients.

2) Next, Linear Prediction Coefficients (LPC) a,,
m=1,...,p were obtained by solving the matrix
equation:

Rl,l R1,2 Rl,p ai Rl,o
Roq Rop ... Ro az Ry
: W N : (3)
Rpa Rpp Qp Rpo
3) Cepstral coefficients were derived using the follow-
ing recursive formulas:

Co = Ro 05 (4)

Cm = Qm + Z ( )Ckam ks 1<m<p, (5)
k=1

m—1 k‘
= 3 () cvtnn pem<ar-1,
k=m-p m

where M is the number of LPCC coefficients. In
the present research we set M = 13 and coefficients
from c; to ¢1o were used.

8.1.2. Log Frequency Power Coefficients

LFPC (NWE et al, 2003) provide information
about spectral energy distribution, which matches crit-
ical perceptual bands of the human ear. These coeffi-
cients were calculated as follows:

1) Framed and windowed speech was transformed
into the frequency domain using the Fast Fourier
Transformation (FFT) algorithm.

2) The spectral content was separated into M = 12
bands by a set of rectangular filters. Central fre-
quencies and bandwidths of filters were obtained

as follows:
bl = Ca (7)
bm = abpm-1, 2<m< M, (8)
b
m:h+2b L (9)

where b, and f,, are the bandwidth and central
frequency of the m-th filter. The adopted values of
the constants are C' = 54 Hz, f; =127 Hz and a =
1.4. The rectangular window W, was defined as:

]- fm_7<f<fm 71
Won(f) = b (10)
0 f<fm_ﬂ .f>fm 77

where m = 1,..., M, f e {nFs/N, n=0,...,
and Fj is sampling frequency.

3) The energy was obtained as the square sum of
each filter output:

N/2}

b.
fm+25x

S(m)= X

f=fm~— bgL

X(HWi ()P, m=1,..,M,
(1)
where X (f) is the FFT spectral component at
frequency f.
4) The final energy measure of the frequency band
was calculated by taking the logarithm and scaling
by the filter length:

10log;, (S(m))

SE(m) = N

; (12)
where NN, is the number of spectral components
in the m-th filter. The result is 12 LFPC.

8.1.3. Mel Frequency Cepstral Coefficients

MFCC (Davis, MERMELSTEIN, 1980) is the most
widely used speech feature. These coefficients represent
an audio signal based on human perception. MFCC
was calculated according to the following procedure:

1) Framed and windowed speech was transformed
into the frequency domain using the FFT algo-
rithm.
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2) A power spectrum was obtained as the square of
FFT magnitude.

3) Then a triangular filter bank with M = 12 filters
was constructed. These filters were equidistant on
the mel-scale:

¢ = Db,y
—", b, SO Py,
®b,y = Popy brm—1 b
Hnl(¢) = M e
¢bm+1 - ¢b7n, , (bbm - (b - (bbmﬂv
07 d) < ¢bm,—1 \% d) > ¢bm,+17

(13)
where m = 1,..., M is the index of a filter, and ¢
represents a discrete frequency on the mel-scale.
The boundary frequencies ¢, ..., Pp,,,, divided
the mel scale into M + 1 equal frequency bands.
The maximum mel-scale frequency corresponded
to Fs/2 on the linear (Hz) scale.

4) Filters were transformed to linear scale by using
the relation between the linear (f) scale and the
mel (¢) scale:

¢:2595-1og10(1+%0). (14)

5) The filter bank was normalised in such a way that
the sum of coefficients for every filter equalled one.
With this step the filter bank got its final shape.

6) Applying this filter bank on the power-spectrum
resulted in the mel power spectrum.

7) In the end, mel cepstral coefficients were gener-
ated by discrete cosine transformation to the log-
arithm of the mel power spectrum.

The result was a mel frequency cepstar of 12
MFCC.

3.2. Classifiers

HMM was selected as the traditional method in
speech processing, SVM turned out to be superior
in many pattern recognition tasks, whereas DNN was
added as representative of the deep learning approach,
which is an emerging method in speech processing
tasks. The following is an overview of every classifi-
cation method used.

3.2.1. Hidden Markov Model

HMM (RABINER, 1989; RABINER, JUANG, 1993)
is a structure much used in speech recognition prob-
lems. Although there is no strict physical interpreta-
tion of hidden states, HMM is often used as a classi-
fier for emotion recognition tasks (AYADI et al., 2011;
LiN, WEI, 2005; NWE et al., 2003; SCHULLER et al.,
2009b). The main advantage of HMM is the possibility
to model the dynamic of changes in speech features,

which can be useful for emotion classification. There
are different ways of implementing HMM for the task
of emotion recognition (AYADI et al., 2011), and we
used discrete ergodic HMM with four hidden states
as it showed superior performance levels to left-right
structure (NWE et al., 2003). One model was trained
for each emotional state. The discrete HMM model
takes the sequence of scalar values as an input, so it is
necessary to do vector quantisation of feature vectors.
K-means clusterisation with 64 clusters was used for
this purpose.

HMM is a doubly embedded stochastic pro-
cess (RABINER, JUANG, 1993). The first, underlying
stochastic process describes the transition between hid-
den states and it can be observed only through the sec-
ond stochastic process. The second process generates
different observations depending on the current state
of the first process. The hidden (underlying) process
changes states with a given probability of change. The
future state of the process depends only on its current
state (it is independent of past changes). Figure 2 illus-
trates a possible sequence of states and observations.

t=2 t=3 t

O
O,
O,

Il
~

1

oos

Hidden states and transitions

OO0 0:
oX Jole

O
©
DA\ SIONENC

Observations

Fig. 2. Ergodic Hidden Markov Model — hidden state tran-
sition.

The Hidden Markov Model is described using three
parameters: state transition probability matrix A, ob-
servation probability matrix B, and starting state
probability vector 7t

A= (A, B, m). (15)

The possible states are from the state alphabet
set S, and the observations are from the observation
alphabet set V:

78N)7 (16)
aUM)a (17)

S = (s1, 892, ...

V = (’Ul,vg,
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where N is the number of hidden states and M is the
dimension of the observation alphabet.

Let us define @ as a fixed state sequence of length
T, and corresponding observation sequence O:

Q =4d41,92,---,4T, (18)
0 = 01,02,...,0T. (19)

The transition probability matrix A defines the
probabilities that state j follows state i, independent
of time t:

A =[ay], aij = P(q = sjlqe-1 = s). (20)

The observation probability matrix B defines the
probabilities that observation k is produced from a hid-
den state ¢, independent of time t¢:

B = [bi(k)], bi(k) = P(or = vglgr = 8:).  (21)

The starting state probability vector 7t defines the
probability of each state being the starting state:

7'(:[77'1'], Wi:P(qlzsi). (22)

Two assumptions are made by the model. The first
is that the current state is dependent only on the pre-
vious state. This represents the memory of the model:

P(qlqrs s qe-1) = P(qelgi-1)- (23)

The second assumption is that the output observa-
tion at time t is dependent only on the current state
of the model, and that it is independent of previous
observations and states:

P(otlo1, ..y 0t-1,q1, -y qt-1) = P(ot|qr). (24)

The Baum-Welch algorithm (RABINER, 1989; RA-
BINER, JUANG, 1993) was used to obtain the set
of HMM model parameters. The model probability
matrixes and the probability vector were initialised
by random values. The basic implementation of the
Baum-Welch procedure was extended for parameter
estimation using a multiple training sequence. A scal-
ing procedure was added to parameter estimation to
prevent potential underflows caused by multiplication
of plural low probability values. Additionally, in order
to reduce the impact of insufficient training data, an
extra threshold constraint was applied to the model
parameters to ensure that the estimated probabilities
do not fall below a specified value. The forward proce-
dure was used to evaluate the probability of the test
observation sequence.

3.2.2. Support Vector Machine

The main idea behind this method is to separate
space into two subspaces by finding the hyperplane
which maximises the gap between two classes. There

are various ways to apply this method to the multi-
ple class separation task. Based on previous research
(HassaN, DAMPER, 2010) and our own preliminary
tests, we implemented SVM classification as 10 binary
classifiers for each pair of emotions (Fig. 3). The final
decision was based upon the majority vote.

b) Fear || Neutral || Neutral || Neutral || Sadness
Anger Joy Fear ||Sadness|| Fear

2) Neutral Fear || Neutral |[|Sadness|| Anger ||Sadness
Joy Joy Anger || Anger Joy Joy

Fig. 3. a) SVM which decides between two classes; b) deci-
sion scheme for multi class SVM.

The binary classification mechanism is constructed
using the following steps:

1) We describe input data as a set of pairs:

X = {(Ilﬁyl)""a(xnvyn)}v (25)
z; e R,y e {-1,+1}, ,  (26)

where n is the number of input vectors.

1=1,...,n

)

2) Kernel function selected a priori performs nonlin-
ear mapping of original values to a high dimen-
sional space where these values become linearly
separable:

&:RY > RP (D> d), (27)
x - &(x). (28)

A polynomial kernel function of the third order
was used in this research.

3) In the high-dimensional space, decision function
coefficients should be selected in such a way that
the margin between the classes is maximised. The
decision function is defined as:

f(x) = sgn((w- @(x)) +b), (29)

where b and w are the hyperplane parameters and
(-) represents the inner product.

4) Finally, under the conditions described in (PIER-
NA et al., 2004), the decision function is presen-

ted as:
f(l"):Sgn(niV ;yi(P(x;) - P(x)) + b), 0<a; <C,
) (30)

where ngy is the number of support vectors,
«; are parameters learned from the data, and
C= 1 is the regularisation parameter for the trade-
off between error minimization and margin maxi-
mization.
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3.2.83. Deep Neural Network

DNN (HenDY, FARAG, 2013; LANGE, RIED-
MILLER, 2010) is an artificial neural network with mul-
tiple layers hidden between input and output layers.
Multiple-layers neural networks emerge as very use-
ful for complex data classification due to the fact that
each layer can learn with a different abstraction (gen-
eralisation) level (STUHLSATZ et al., 2011). It can be
configured in different ways (STUHLSATZ et al., 2011).
The present research used a single DNN with 180 nodes
in the input layer, four hidden layers with 160, 120, 80,
and 40 nodes, and five nodes corresponding to emotion
labels in the output layer.

The problem here lies in the actual training of the
neural network. One efficient way of multiple-layer neu-
ral network training is performed by separate training
of the network layers (Fig. 4). DNN layers were formed
as follows:

1) A feed-forward neural network was structured
with one hidden layer and input and output layers
with the same number of nodes (the dimension of
an input vector), having less nodes in the hidden
layer than in the input/output one.

2) Training was conducted by reflecting the input
vector to the output of the network, using a back-
propagation algorithm.

w
=

After training, the output layer was removed and
the hidden layer became a new output layer. In
that way a compressed image of the input vector
was created.

O~ [5ains]
O~ [eamt]
O]
O[]
O[]

..;...D

1
Output Input
Hidden

Input Output  Input Output

Softmax

Fig. 4. DNN training process.

The next hidden layers were formed in a similar
way, using the previous hidden layer output as their
input. The final layer of the network was created using
supervised training, so that the input for this layer was
the output of the last hidden layer in the network and
class labels were the output of this layer. The decision
function in the last layer was softmax.

In the final step, the layers of the network trained
separately were connected and the network was fine-
tuned using the back-propagation algorithm.

3.83. Success measure

Comparisons of different systems are based on a lar-
ge number of results and should be simplified. In or-
der to achieve this goal, a success measure was intro-
duced. Let us first define the recognition rate matrix
R(f,c,d), which is a three dimensional matrix of test
results obtained using feature f, classifier ¢, applied on
database d, where:

f € {LPCC, LFPC, MFCC},
¢ € {HMM, SVM, DNN},
d e {GEES, PES, RUSLANA, Berlin}.

We defined success measure through a set of suc-
cess coefficients of features, classifiers and their com-
binations by formulas (31)—(35).

1) Feature success coefficient:

*

Qu(f.d) = 5. (31)
where
a* = R(f,HMM, d)+R(f,SVM, d)+R(f,DNN,d).

2) Overall feature success coefficient:
b*
Qa(/) = =, (32)
where

b = Qu(f,GEES) + Q1 (f, PES)
+Q1(f,RUSLANA) + Q1 (f, Berlin).

3) Classifier success coefficient:

*

Qs(c,d) = % (33)
where

¢* = R(LPCC,¢,d)+R(LFPC,¢,d)+R(MFCC, ¢, d).

4) Overall classifier success coefficient:

HORES (34)

where
d* = Q3(c, GEES) + Q3(c, PES)
+Q3(c, RUSLANA + Q3(¢, Berlin).

5) Feature-classifier success coefficient:

*

Qs(f.c)= T (35)
where
e* = R(f,¢, GEES) + R(/f, ¢, PES)
+R(f,¢, RUSLANA) + R(/, ¢, Berlin).
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4. Results and discussion
4.1. Ezxperimental setup

The tests were performed in speaker dependent
(SD) and speaker independent (SI) setups. The SD
setup used the first 83% of each speaker’s sentences
for classifier training. The remaining 17% was used for
testing. This way the classifier learned from the voices
of all available speakers and no new voice was intro-
duced in the test. The lexical content of the training
sentences was different from that of the test sentences.
In the SI setup, all sentences from one speaker were
used for testing and all sentences from the other speak-
ers were used for training. This means that the lexi-
cal content of the test sentences was the same as the
lexical content of the training sentences. It also means
that the voice of the test speaker was unfamiliar to the
classification system. Training and testing of the clas-
sification system in the SI setup were repeated several
times — each time with a different speaker left out for
testing. The final results were based on all test runs.

4.2. Recognition rate

The recognition rates obtained from all classifica-
tion tests are shown in Table 3. These results are com-
parable to previous researches conducted in similar
setups. In the case of GEES database, MFCC-SVM
in the SI setup, SHAUKAT and CHEN (2011; 2008) re-
ported 63.90% using hierarchal SVM, whereas our sys-
tem yielded 66.78%. A relevant MFCC-SVM approach
provided 33.75% on the PES database (KAMINSKA
et al., 2017), in contrast to our 70.00% in the SD

Table 3. Classification rate of all experiments.

Setup | Classifier | Feature | GEES | PES | RUSL | Berlin
LPCC | 72.41 | 52.75 | 32.56 | 54.41

HMM LFPC | 72.41 | 54.75 | 32.89 | 63.24
MFCC | 60.69 | 52.75 | 31.40 | 72.06

LPCC | 79.33 | 57.50 | 34.43 | 65.75

SD SVM LFPC | 85.33 | 67.50 |46.07 | 69.86
MFCC | 83.33 | 70.00| 43.11 | 63.01

LPCC | 76.87 | 57.25 | 35.26 | 66.30

DNN | LFPC |87.87| 67.50 | 43.69 | 69.72
MFCC | 85.07 | 64.25 | 42.41 | 66.44

LPCC | 57.24 | 52.50 | 30.31 | 55.22

HMM | LFPC | 65.18 | 49.75 | 31.73 | 62.50
MFCC | 53.45 | 44.50 | 30.27 | 59.73

LPCC | 65.11 | 55.00 | 34.00 | 59.80

SI SVM LFPC | 66.67 | 55.50 |43.31| 65.93
MFCC | 66.78 | 55.50 | 42.92 | 62.25

LPCC | 63.46 | 50.50 | 30.58 | 59.83

DNN LFPC | 65.39 | 56.00 | 42.16 | 67.72
MFCC | 67.85 | 54.00 | 41.23 | 66.32

and 55.50% in the SI setup. Ultimately, it is interest-
ing to comment on DNN as a classification method
on the Berlin database, although the majority of pre-
vious researchers have classified seven emotions. The
results we obtained are comparable to those of AL-
BORNOZ et al. (2014). The features they used were
MFCC and prosodic features. They reported 69.14%
using the Deep Belief Network and 68.10% using Mul-
tilayer Perceptron in the SD setup, and 60.32% and
51.65%, respectively, in the SI setup. These results can
be compared to our MFCC-DNN results: 66.44% in SD
and 66.32% in SI setup.

In Table 3 the best results per database are in bold,
but it is not clear what combination performs the best.
It is interesting to note, from Table 3, that the MFCC-
HMM pair in the SD setup from all tests performed on
the Berlin database yielded the best classification re-
sults, but the poorest if the same classification setup
was applied on the GEES database. The differences
in results indicate that the database used and cul-
tural background of emotion display might influence
the choice of optimal system in a certain way. Also,
this illustrates why it was not possible to arrive at
a straightforward conclusion regarding which feature-
classifier combination provided the best results. For
that reason, SCs as defined in Subsec. 3.3, were calcu-
lated based on raw recognition rates. The results are
presented in Figs 5-10 and discussed in the following
sub-sections.

4.8. Feature success coefficient

The feature SC @)1, and overall feature SC @Q)2, are
displayed in Fig. 5 for SD setup and Fig. 6 for SI setup.
In the SD setup, LFPC features were the most infor-
mative in the case of all databases, although in the
case of the PES and Berlin databases, LFPC outper-
formed MFCC just slightly (Fig. 5). In the SI setup,
LFPC features were the most useful for all databases
again (Fig. 6). Overall, LFPC turned out to be the
most informative in the SD setup (Fig. 5), and SI setup
(Fig. 6).
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Fig. 5. Feature SCs in the SD setup (individual databases
and all databases together).
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Fig. 6. Feature SCs in the SI setup (individual databases
and all databases together).
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4.4. Classifier success coefficient

The classifier SC @3, and overall classifier SC @y,
are displayed in Fig. 7 for SD setup and Fig. 8 for SI
setup. In the SD setup, SVM classifier was the most
efficient for the PES and RUSLANA databases. In the
case of the GEES and Berlin databases, the most ef-
ficient was DNN classifier, whereas in the case of the
GEES database, scores of SVM and DNN classifiers
were almost even (Fig. 7). Similar conclusions were de-
rived in the SI setup. In the case of the PES and RUS-
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Fig. 7. Classifier SCs in the SD setup (individual databases
and all databases together).
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Fig. 8. Classifier SCs in the SI setup (individual databases
and all databases together).
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LANA databases the best choice was SVM classifier,
while in the case of the Berlin database it was DNN
classifier. Again, in the case of the GEES database
SVM and DNN classifiers were even, but this time
SVM classifier performed slightly better (Fig. 8). In
both setups, SVM and DNN had similar overall success
coefficients, whereas SVM was slightly better (Figs 7
and 8). According to the calculated success coefficients,
HMM classifier had the poorest performance, although
raw results show it made the best result on the Berlin
database in the SD setup.

Upon analyzing the amplitudes of SCs, both for
features and classifiers, in the SD and the SI setup
(Figs 5-8) — it becomes apparent that there is a signif-
icant difference in performance only in the case of the
GEES database. The GEES database had the highest
SCs values and the steepest drop in performance, when
SD and SI were compared. This database has a small
number of speakers but the most data per speaker,
when compared with the other databases. Besides, low
recognition rates, low SCs and small difference in SD
and SI setup results on the RUSLANA database (the
largest of all databases with 61 speakers) may indicate
that speaker characteristics influence the expression of
emotions. This leaves room for future analysis of in-
dividual characteristics of speakers and their emotion
expression, in order to separate data regarding emo-
tional states from speaker-specific characteristics.

4.5. Feature-classifier success coefficient

The results presented so far indicate that features
and classifiers, which show the best results in experi-
ments on one database, do not necessarily remain the
best when all databases are taken into consideration.
The problem is obviously a very complex one because
the success of the automatic emotion recognition sys-
tem varies depending on the type of feature, structure
and type of classifier, as well as on the characteristics
of available databases and spoken language. Aiming to
determine whether pairs feature-classifier that give the
best results regardless of language i.e. database exist,
or it might be the case that language particularities
condition the applicability of certain features or clas-
sifiers, we calculated the success coefficient Q5 for all
possible feature-classifier pairs, in both speaker depen-
dent, and speaker independent setups. The results are
presented in Figs 9 and 10.

Pairs that included LFPC exhibited the best per-
formance per classifier, so in order to achieve the best
performance LFPC should be chosen for feature re-
gardless of the classifier choice. The second choice is
MFCC feature in all cases except HMM classifier in
the SI setup where the second best choice is LPCC
feature.

SVM and DNN classifiers show very similar success
coefficients, so it is not clear which one makes a bet-
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Fig. 9. Feature-classifier pair SCs in the SD setup.
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Fig. 10. Feature-classifier pair SCs in the SI setup.

ter choice. In case of the SD and SI setups LFPC-
SVM or LFPC-DNN would be a good choice. In the
ST setup MFCC-SVM and MFCC-DNN show a perfor-
mance that is almost as good.

5. Conclusion

The results from our systematic evaluation of dif-
ferent automatic emotion recognition system configu-
rations are presented in the paper. The test data were
taken from four acted emotional speech databases.
Three databases are of Slavic languages: GEES in Ser-
bian, PES in Polish and RUSLANA in Russian, while
the fourth database, Berlin, is in German and it was
used for comparison. Two test setups have been used:
speaker dependent (SD) and speaker independent (SI).
For general evaluation purposes, we have introduced
a success measure. The tests were performed with all
possible combinations of one of the features: LPCC,
LFPC and MFCC, with one of the classifiers: HMM,
SVM and DNN, on all four databases in the two setups.

The following conclusions are drawn:

1) The proposed success coefficients, as a robust per-
formance measure of automatic emotion recogni-
tion system, provided a very good quality esti-
mate for evaluating various system configurations
on different databases.

2) Based on the success measure, LFPC is the best
choice among the tested spectral features. In the
case of classifier, no unique conclusion can be
made, and SVM and DNN both make a good
choice for the classifying structure. The derived
conclusions hold for the SD and SI setups.

3) The evaluated systems have shown sensitivity to
the database construction in terms of quality,
number of speakers, and speaker-specific charac-
teristics rather than language.

4) Although HMM showed superiority in many
speech recognition problems, we can conclude that
there are better choices of classifiers when it comes
to designing a single classifier emotion recognition
system.

Conclusions that appeared as results of the pre-
sented research can serve as baseline for future research
directed towards improving emotion classification sys-
tems. Another direction for future research could be
aimed at constructing a complex classifying structure
involving multiple baseline classifiers and a wide range
of features with dimension reduction. In that case,
the constructed structure should include all features
and classifiers investigated in this work, each with the
particular discriminatory capabilities pertaining to it.
Also, it remains for future research to test constructed
systems with spontaneous speech datasets in order to
confirm the practical usability of the derived conclu-
sions.
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