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Every system of automatic voice recognition can be divided into three parts: the voice
source, the measuring system (the system of parameter extraction) and the classifier. The
object of interest of the present paper is the classifier, in which emphasis is laid upon the
procedure capable of recognizing voices in open sets. The methodology of investigations,
analysis of the problem and the recognizing algorithm has been presented. Also the
experimental results accounting for choice optimization and extraneous voice discrimina-
tion as well as the problem of choosing the threshold values for a given recognition strategy
has been discussed.

Kazdy system automatycznego rozpoznawania obrazéw mozna podzielié na trzy
czgsei: zrodto sygnatu, uklad pomiarowy (uktad ekstrakcji parametrow) oraz klasyfikator.
Przedmiotem zainteresowania niniejszej pracy jest klasyfikator z punktu widzenia procedu-
ry przydatnej do rozpoznawania glosow w zbiorach otwartych. Przedstawiono metodyke
badan, analiz¢ problemu i algorytm rozpoznawania oraz oméwiono wyniki eksperymentow
uwzgledniajacych optymalizacje wyboru, dyskryminujacych obce glosy, oraz wybor wartos-
ci progowych dla okreslonej strategii rozpoznawania systemu.

1. Introduction

In the problem of automatic recognition of the acoustic (and not only acoustic)
patterns the cases appear when it can not be assumed a priori that the currently
recognized object or it’s representing pattern belongs to a fixed set of object or
pattern classes. In the process of speech recognition the number of recognized
linguistic units is limited in general to a given set of classes (closed set), whereas
because of practical reasons, it is not always possible to assume the analogical
limitation in the task of recognizing the speaker’s voice [1, 6, 7]. Then the problem
arises of developing a recognition algorithm capable of dealing with the open set of
patterns, ie. an algorithm which wouldn’t need the assumption that an input voice
pattern of an unknown speaker must belong to the given set. The concept of such
approach to the voice recognition problem has been presented in the paper [6]. Here
the analysis of this problem and the complete recognition algorithm together with
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the experimental results is described and discussed. One of the main targets of the
present work was to carry out the probability analysis of errors and risk concerned
with making a decision for an algorithm of recognition in open sets as a function of
the approximation method of extraneous voice patterns distribution and the
discrimination threshold.

2. Methodological assumptions and recognition procedure

Analogically to the majority of automatic recognition systems in automatic
voice recognition (AVR) as the description of utterances the patterns are used.
A pattern is an ordered set of numerical parameters belonging to a specified
parameter space (observation space) ¥* (K denotes the space dimension). These
parameter sets form some specified distributions characterised by the probability
densities Q (x|m) where x is a parameter vector (voice pattern) in a multi
— dimensional space, and m is an index of speaker’s voice or, generally, a class index.

In the recognition process the classical Bayesian decision criterion accounts for
the probability with which the recognised pattern y represents the class m, ie.
P (mly) [4, 5]

This probability is connected with conditional probability densities by the
Bayes relation

O(ylmP,, .

P(mly) = :
Z Q(ylDP,

w1028 M (1)

where M — number of classes, P,, — probability of occurrence for a pattern belonging
to the m—th class. The problem of recognition in the classical approach resolves itself
into finding the minimum of risk R,,(y) concerned with assigning the pattern y to the
class m:

M
R,y)= Y CuiPUly); m=12,... M, (2)

=1
where C,,;, — loss matrix element which denotes the value of loss resulting from

assigning the pattern from the class | to the class m [41.
Taking into account the fact that for a given vector pattern y the denominator
in (1) is constant, the expression (2) can be rewritten in the form(")

M
R,y =Y CuiQIDP; m=1,2,...M. (€)
=1

(!) by factoring the constant out and neglecting it.
.
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2.1. The Bayesian decision criterion for open sets

In the case of recognition in open sets the set of voice classes of the speakers
consists of a subset M of the known recognized classes (closed set) and one -
multiobject class corresponding to the complement of the subset of known speakers’
voices, which is named the ground or the class of extraneous voices.

Qrx/2)

Q(xIm)

X

Fig. 1. Distributions of conditional probability densities in case of a two-dimensional space (K = 2)

For the subset of known pattern classes m = 1, 2, ... M it can be assumed that
the conditional distributions are normal distributions with the conditional probabili-
ty density Q(x|m) expressed by the relation (4) (cf. Fig. 1):

0txim) = 20) 1B exp {3 x- W B =W, @
where
Tn
By Lo TSl W )
Im_l i=1

B, — covariance matrix of the intra-class dissipations and

)18
W= 3 X ©

mi=1
is the mean vector for a class, m=1, 2,... M, M — number of classes (speakers’
voice), i = 1, 2, ... I, I — number of repetitions of an utterance for the m-th class in
the training sequence TS, K - dimension of the parameter vector, T, — denotation of
the vector transposition. The conditional distribution of the background (m = 0) (%)
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Q(x|0) is in general case a multimodal distribution with a significant number of
modes, tending to infinity. In general its measurement or assumption of an analytical
form is impossible.

Before analyzing some possibilities of approximation of the distribution Q(x|0)
the structure of the loss matrix should be examined.

In the loss matrix C the following regions can be distinguished:

B o s S M
oc, c
G
G G
G
M

In the subsequent regions of C the elements appear which represent the following
values:

C, (Cpm; m=1,2,..., M) — resulting from correct recognition of pattern m,

C,(Crmi 1 #m;l,m=1,2,... M) — resulting from recognizing a representative
of class m as belonging to class [,

Cy(Com; m=1, 2, M) — resulting from rejecting a representative of class
m considering it as not belonging to the closed set,

C,Co:(l=1,2,..., M) — resulting from assigning on extraneous patterns
class representative to class | from the closed set,

C4 (%) (Coo) — resulting from the correct rejection (assigning to the background)
of a voice representative from ouside the closed set.

Taking into account the above described structure of the matrix C the relation
(2) can be transformed as follows:

M
Ry(y) = Coo P(OlY)+ ), Coi PUly); m=0, (7)
i=1
Rm(Y) == Cm,OP(O%Y)'l'Sm(Y)s M= 19 2s LERE) M, (8)
where
M
Sm(y)= Z Cm.JP(”y)v n.= 1s2’-'-1 M! £ (9)

=1

(?) Introduction of an additional class m = 0 necessitates for an appropriate modification of the
summation range in Egs. (1), (2), (3).

(*) The regions C, and C represent the losses resulting from the correct decision, therefore usually
the zero values are assumed in these regions, or if there are some special reasons the gains can appear here
(with the opposite sign).
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is the risk of a decision that y represents the class m from the closed set. Numerically
this value is proportional to the value of risk (cf. Eq. (2)).

If in the region C, all the values are equal to a constant (C, o= 5,;
m=1,2,..., M; it will be assumed that this condition is valid from now on), -then
the recognition process in open sets can be divided into two stages

1) recognition in the closed set, ie. finding

m*: Sy(y)=minS_(y); m=1,2,.... M, (10)
what denotes the tentative assignment of pattern y to class m* and

2) verification, i.e. checking the condition

RG(Y) < Ro(y), (11)

where
Ry(y) = S, P(Oly)+Sn(y). (12)

If the condition (11) is fulfilled then y belongs to the class m* otherwise the
pattern y is rejected (assigned to the class 0 (background)).

It should be noted that the relation (10) divides the parameter space into
M regions ¥X; m=1,2,..., M (Fig. 2)

Q(x/2)
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Q(x/3) Q'x10)
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Fig. 2. Nlustrations for the method of approximation of Q(x|0) and determination of threshold values in
a one-dimensional space K =1, Q'(x|0) — Case 1 (Eq. (39)), Q"(x|0) — Case 2 (Eq. (40))
xeyk if S, (x)<S8,(x); [#m, I=1,2,... M, (13)

and the relation
S,.(x) = min S,(x) (14)

1#m
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is the équation of the boundary of the region yX with respect to the vector x.
Therefore, recognition in the closed subset is equivalent to finding

m*: yexX. (15)

Similarly, the verification process (Eq. (11)) in every region ,, specifies the subregion
zX  (Fig. 2). From the above it results that the exact knowledge of the whole
distribution Q(x|0) is not needed. It is only necessary to know the boundaries of the
regions yk; m=1,2,... M or the distribution Q(x|0) in some neighbourhood of
these boundaries. If the values in the regions of matrix C do not differ significantly,
then most frequently the following relation takes place:

Wern =42 M (16)

where W, as in Eq. (6).

Hence, the region y%, includes some neighbourhood of the vertex of distribution
Q(xjm); m=1, 2,... M (Fig. 2). An approximation of Q(x|0) by M planes, one per
each region yk, can be proposed then

Q(x|0) = H,(x), m:xeyn, (17)

where

K
H,(X) = hpo+ Y, hmy" X (18)
k=1

is the equation of m-th plane in the region y% (Fig. 2). The discontinuities of such
approximation at the boundaries of regions y& are not significant for the verification
process.

2.2. Errors of recognition in open sets

The full information about errors is contained in the statistics of recognitions
and verifications (Fig. 3). Further considerations will be limited to the global errors
of recognition. From the belows quoted directory the types of recognitions and
eliminations used in Fig. 3 can be read. The following notations have been
introduced: N — number of voice patterns, W — known patterns (belonging to the
closed set M), O — extraneous patterns from outside the set, P — patterns correctly
initially recognized, B — patterns erroneously initially recognized, A — patterns
accepted by the verifier, E — patterns eliminated by the verifier.

ExXAMPLE: Ny, p; denotes the number of patterns recognized by the classifier and
then rejected in the verification process.

If in the previously distinguished regions in the loss matrix its elements are
equal

1
Po=oPyi m=1,2,.., M, (19)
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Fig. 3. Recognition and verification statistics in an open test set

where Py, — probability of occurrence of any representative of a closed set, then the
following errors can be found (Egs (20) to (26)). Inside the closed set the statistics of
erroneous recognitions are represented by

N
&=—-TE (20)
Ny
The verification procedure divides this error into two components:
NWBA
0y=—7, 21
=N, (21)
N
Jom B (22)
NW
and introduces the verification errors: type I (error of false rejection)
Nwee
= : 23
o N, (23)
N N
o o TR 5, (24)
Ny
N
g et L0 5, (25)
Ny
and type II (error of false acceptation):
N
= (26)

No
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The components of mean risk corresponding to these errors are

R, =S,8,P,, 27)
Rép =S,+65P,, (28)
Re' = S,-o/-P,, (29)
R =5, Py, (30)

where P, and P, = 1P, are the possibilities of occurrence of the voice from the
closed set and from the background, respectively.

3. Experimental investigations

3.1. Organisation of experiment

Values of the loss matrix C elements can be fixed or can be the parameters of an
experiment. There are no reasons to differentiate them in the distinguished regions
and it has been assumed that in the regions C, and C the values are zero, whereas in
the regions C,, C, and C, the values are 1, S, and §,, respectively, where S, and §,
are the parameters of the experiment. Since recognition and verification consists in
the choice of minimum risk, the addition of an arbitrary constant to the matrix
C does not change the results of recognition. Further, the scaled matrix C will be
applied, with the values in regions C,, C,, C;, C, and Csequalto — 1,0,S, — 1, S,
— 1, — 1, respectively. Under these assumptions the relations (7), (8) and (9) can be
transformed as follows

Ry(y) = —Q(y|0) Py +(S; —1)Sy(y); m=0, (31)
R,(y) = (8,—1)Q(y|0O)Py+S,(y); m=1,2,.... M, (32)
where
S.(y) = —Q(ylm)P,; m=1,2,.... M, : (33)
M
Sey) = Y Q(y|)P;; m=0, (34)
=1

and the verifying relation can be rewritten in the form
Sn(y) < —S,0(y|0) Py —(1—153)" So(y). (35)

Having introduced P, = P(l|W)Py,, where P(I|W) denotes the conditional probabi-
lity inside the closed set, the relation (35) can be transformed as follows:

Sa(¥) < —S8,0(y10)Po—(1=53)Swol(y)s (36)
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where

M
Swoly) = Y, Q(y|DP(I|W). (37)
I=1

It has been demonstrated before that in the assumed conditions the recognitions
procedure in the closed set and the verification can be partitioned.

The aim of experiment is first of all to test the verification errors for various
methods of approximation of Q(x|0) and for varying parameters S, and §S,. Such
decomposition simplifies the calculations. First the recognition procedure is realised
for the whole testing sequence, and then the verification procedure is repeated for
various parameters.

The testing sequence {y,,;} consists of vectors y,; where m denotes the class
index and i — number of repetitions of an utterance for this class.

In the recognition procedure, for each pair m, i the following quantities can be
found

m:r.i: S;(Ym.i)’ SO(Ym.I')! (38)

i.e. the three values which allow for to repeat quickly the verification procedure many -
times according to Eq. (36).

The choice of possible types of planes Eq. (18) has been limited to two simple
cases (cf Fig. 2)

Q(x|0)=H, H — constant, (39)
Q(x|0) = H,,; m:X€ yp. (40)
For the first case the threshold value H can be described as
H il Qér’ (41)
where
1 M
Qér = H Z Q(Wmlm)! (42)
m=1

and y is a coefficient (a parameter of the experiment).
For the second case Eq. (40) two versions of the method of introducing the
thresholds H,, for each class can be distinguished

3) H, =7 QW lm; m=1,2,... M, (43)
with the same coefficient for all the classes and
b) Hy= 7 QW im); m=1,2,... M. (44)

with the coefficient y,, chosen individually for each class on the basis of the testing
sequence, so that the verification risk component in the given class would be
minimum, whilst the values Ny and N, are taken into account for each class.
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3.2. The experiment

The .experimental investigation aimed at the verification of the proposed
algorithm and the method of analysis for open sets has been realized with the
following agreements taken into account:

a) As the parameters in the observation space, the values extracted from a fixed
signal (a key phrase) will be used, the efficiency of which for voice recognition has
been well established. It has been assumed that the parameter vector will be formed
from the distribution of time intervals between the speech signal zero-crossings in the
sentence ,,Jutro bedzie tadny dzien” (pol: “It will be a fine day tomorrow”) [1, 2, 3].
Value of the dimension of the space K had been initially assumed equal to 7; it has
been reduced then to K = 4, because parameters with the greatest discrimination
force have been chosen.

b) The mean object of interest will be the verification procedure, for the fixed
parameters of the signals and of the parameter extraction system.

c) The training sequence TS is the set of vectors {x,,;} m=1, 2,.... M
(M — number of voices in the closed set)i = 1, 2, ..., I,, (it has been assumed I,, = [
— number of repetitions for each class).

d) It has been assumed that the training sequence will consist of the utterance
patterns of M = 10 speakers per I = 10 repetitions. The test sequence will contain
the patterns of 10 speakers x 10 repetitions from the closed set and of 10 speakers
x 10 repetitions as extraneous utterances. Together, the open test set consisted then
of 200 utterances comming from 20 speakers.

The analysis and recognition has been carried out with the use of programs
written on ZX Spectrum microcomputer.

With these programs the following calculations have been realized:

a) The mean vector W,, for 10 classes from the training set were calculated
(Table 1). ;

b) The estimators of conditional probability densities Q(y|lm) and risk R,(y)
were found. In the Table 2 the conditional densities have been confronted.

¢) The values of errors « and 8 and the value of verification risk as a function of
7 were calculated and plotted for the cases given by Eqs (39) and (40). The diagrams
of these functions are presented in the Fig. 4a, b, c.

d) The matrices of recognitions and verifications were calculated for various

Table 1. Vectors of class standards

Parame- Pattern n Pattern
ki gy 2 3 4 5 6 7 8 9 T i

—1.094 | —0.037| —0.583| —0.655| 0.629|—0.649|—0.196|—0.003| 1.017|—0.825 | —0.240
—0.840| —0.224 [ —0.478 | —0.575| —0.158 | —0.690 | —0.370 | —0.288 | 0.151 |—0.6064| —0.408
—1.379|—0.518 [ —0.652| —0.952| —0.978 | — 1.165| —0.764 | —0.772 | —0.100 [—0.726 | —0.801

0.298 | —0.493( 1.066[—0.749| 1.359|—1.238|—0.939|—0.539|—0.588|—0.158 | —0.198

T S
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Table 2. Densities of standards

2034.0354

!

37.010

16.2945
3926201
84.1703
3063.0513
2035968
527.4401

53.4502
956.6609

10

Table 3. Matrix of recognitions and verifications for approximation 1° (Eq. (39))
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values of 7 and for various methods of approximation of Q(y|0), as well as for the

optimal values of H (Tables 3, 4a, 4b and 5).

After an analysis of the results of recognitions and verifications (Table 6) it can
be stated that the results of the recognition tests are too little differentiated for the

studied cases. This results among others from the fact that the chosen parameters of
the present key phrase discriminate the voices relatively well and in such a small

testing set of voices that has been considered the enough large differences couldn’t

Table 4a and 4b. Matrix of recognitions and verifications for approximation 2° (Eq. (40), (43))
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Table 5. Matrix of recognitions and verifications for approximation 2° including optimized coefficient 7,,

recognition results accepted
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appear. What’s more, it occurred not profitable to choose the individual optimal
threshold (Eq. (44)). It should be clearly underlined here that the methodological
correctness of the method of choice of the discriminating quantities has been
confirmed, what was the main target of the study; whereas the small number of the
background patterns did not allow for significant differentiation of the cases of
approximation of Q(x|0) (cf Egs. (39), (40), (43) and (44)).
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Table 6 Confrontation of experimental results (for S; =8, =1)

Case 1° | Case ' ; Case 2°
43 e %) (Eq. 43) - |(y,individual)
3 =000002 | y=00007 | y=00003 | (Ea (44) ‘
Nypa 91 90 - 91 91
Nypy 6 6 t
N 04 1 1 3 1
Nieg 1 2 1 1
Ny 2 2 2 2
Nog 99 99 98 ! 9
Errors % % % %
] 8 8 g §
o 1 2 1 1
an 9 10 9 i
o 3 ” 3 :

4. Conclusion

The above presented methodological considerations justify the statement that
the proposed algorithm of voice recognition in open sets is a flexible procedure that
allows for fitting the global recognition characteristics, which are the errors o and f,
to a certain operating strategy of the system.

For the chosen parameters patterns describing voices there always exists
a possibility of carrying out an optimization of the recognition process by an
appropriate choice of background approximation, i.e. by selecting the optimal
threshold values H,,

This is the basic advantage of the method. It has been experimentally verified for
the population of 20 voice classes including (10 extraneous ones).

If the tests had been carried out for a larger population of voices especially
extraneous, then finding a more distinct optimal threshold H,, could have been
expected with regard to smaller granularity. In Fig. 4a the minimum of risk is not
univocally determined because of large granularity of data e.g., two flat minima
appear what has been already explained above by a too small size of the testing
sequence.

Irrespective of the above, in every experiment on automatic voice recognition
the following factors will always influence the numerical values: a) choice of the key
phrase, b) observation space parameters, ¢) method of forming the voice patterns.
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In a fixed, chosen pattern preparation system these factors can be treated as the
values which have a parametric influence. The further studies on automatic voice
recognition in open sets wall concentrate on the larger number of classes M, mainly
on the background voices, and on other parameters describing voices of speakers.
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