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In this paper the concept is presented of a system for the determination
of basic parameters of speech signals, including formants and their transients.
These parameters are described in stages by means of characteristic funetions
of the sound features. Values of the characteristic funetions for the j-th stage
of the sound features are arguments for the characteristic functions of other
features of the (j-+ 1)-st stage. If the values of these funections equal unity, they
are automatically recorded in the memory. The length of the time of storage
of these values is determined by physical properties of the sound. Physical
properties at the (j+ 1)-st stage are described by means of relations that estab-
lish the sequence of appearance of the sound features as a function of time
at the output of the j-th stage.

The system enables the analysis of sounds in real time, as well as the
automatic segmentation of sound as a function of time. The accuracy of the iden-
tifieation of speech does not depend on the frequeney of the larynx tone or on
the speech rate, etc., With the system it is possible to use bandpass filters with
comparatively broad transmission band widths. A formal description of the
system by means of characteristic functions of the features allows direct design
and construct of the system by means of generally available integrated circuits.

1. Introduction

Present methods for the identification of speech sounds take advantage
of the formant theory of the speech signal. The sounds developed as a result of
inducing vibration of the voecal chords (larynx tone), and by air passing through
the contracting oral cavity and larynx cavity (noise), are modulated and filtered
through the larynx cavity, the oral cavity separated by the tongue, and nasal
canal, and have a formant structure. That is to say that one can distinguish
frequency ranges in which the spectral energy density assumes locally maximum
values, and also frequency ranges in which the spectral energy density decreases
strongly to minimum values (antiformants). The changes of geometrical dimen-
sions of the cavities (especially of the oral cavity), observed during speaking,
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cause the formation of transients, i.e. changes of the frequencies of the formants
with time. Formants and their transients are the basic acoustic-phonetic para-
meters used to deseribe speech signals and, especially, voiced sounds.

From point of view of essence transmission a huge excess of information
in a speech signal occurs. In the system presented in this paper the reduction
of this excess is connected with the measurement of basic parameters: formants
and their transients. The measurement is effected automatically by the spectral
analysis of a speech signal.

2. Assumptions, conceptions and working range

The direction of this paper has been provided by the need to build a system
for the automatic identification of speech in real time, which could be constructed
with generally obtainable electronic subassemblies, i.e. integrated circuits and
medium-size computers.

Proposed and constructed sound identification systems face various dif-
ficulties that result from the physical nature of a speech signal, from imperfec-
tions of fthe individual subsystems and from simplifications introduced as
agsumptions in the solution of technical problems.

In view of the high operating costs of computers with very large memories,
it is more advantageous to use a system permitting input of a speech signal
into the computer (Fig. 1) with the basic parameters already determined. Such
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Fig. 1. General block diagram of the system for speech identification
8§ — source of speech signal, £ — system of singling out the basic parameters of the speech
sound, €' — universal digital mach'ine

an approach would permit the construction of useful systems within which the
computer could be utilized for performing various tasks, its operation being
controlled by means of a speech signal. This paper presents the concept of a system
intended to determine the basic parameters of a speech signal (block ¥ in Fig. 1).

To maintain the general character of these considerations no specific
technical parameters of individual subsystems have been stated. In the descrip-
tion the possibility has been accepted of the construction of a set of bandpass
filters with parameters to enable them to locate (as functions of time and fre-
quency) the formant parameters of a speech sound with sufficient accuracy.
These assumptions are substantiated by the results of works cited by SAPoZHKOV
[6] and, especially, the results of works obtained by KuszpErA [4]. The con-
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temporary literature on the subjeet of the automatic identification of speech
points to the necessity of also considering in the analysis the dynamics of changes
in the measured parameters of a speech signal. This paper is a proposal to
associate the already known parameters with their dynamics and changes
in the speech signal (e.g. the definition of a formant is — according to the
conception of their detectability stated in items 9 and 12 — very similar to
classical definitions). The criteria of the determination of basic parameters of
- speech signal, accepted simultaneously, are: the magnitude of relative changes
~ of the signals at the output of band filters (i.e. positive and negative amplitude
. increments), the rate of these changes, and the time intervals between indi-
. vidual and predetermined changes of speech signals. The value of each of de-
termined parameter is stored in the system (in the memory) during a short
- period of time (the so-called instant memory time).

The concept of instant memory and its role in the process of determlng
the parameters of the speech signal are presemnfied in the following sections.
The final verification of the conception presented can unfortunately only be
effected experimentally.

§ The anticipated effects of the conception are stated in the eoncluding
. section of the paper.

3. The organization of instant memory

: In the proposed system the speech signal is described in stages by means
of characteristic functions of the sound features. Each of these functions de-
- seribes a specific property (feature) of the speech signal. The function assumes
_a value equal to unity when the shape of the speech signal conforms to the
- assumed description. Only those properties of the speech signal are described
- which are of essential significance for the determination of basic speech para-
. meters.
The system is built hierarchically: the values of characteristic functions
- of the features of the speech sounds of the j-th stage are arguments for the char-
acteristic funetions of features of these sounds at the (j+1)-st stage of pro-
~gessing. When the characteristic functions assume values equal to “1”, an
- automatic recording of these values into the memory is made.
] The length of time ¢,; of the storage of the value “1” of characteristic
functions of the j-th stage of the system are described in the following manner:

bpj—1) < lpj & Tpjy (1)

where j =2,3,..., 7, is the experimentally determined time of the occur-
ence of properties of the speech sound, as described at the j-th stage of the
tem. Thus the duration of time {,; is determined by physical properties of
‘sounds.
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It is assumed that the access to the memory (i.e. to the values of the argu-
ments of characteristic functions at each stage of the system) is automatic.
The times of reading of the individual values “1” of characteristic funections
from the memory, at the transition from the j-th stage to the (j+1)-st stage,
correspond to the times of their storage at the j-th stage. ]

Physical properties of sounds at the j-th stage are described by means
of relations of partial order in time for the value “1” of the characteristic fune-
tions of features of the (j—1)-st stage.

Let D = {d,,d,,...,d,,...,dy,...,dg} be a set of various properties of
the sound signals determined at the j-th stage. Any point on the time axis
to€T = {t;,1,, ..., 15} is the time of occurrence of the property d, of the sound
if the value of the characteristic function Cd,(t') of the feature d, of the sound
satisfies the condition

T LG s s
o {1 for t' > t,. @)

Thus the individual times {,, t,, ..., g} are not known before the analysis
of the signal of a speech sound. These times are determined automatically in
the course of the analysis as the times at which the characteristic functions
have the value “1”.

The process of determining the values of the times of the set T can be
regarded as a process of an automatic segmentation of the speech signal as
2 time function.

The function Od,(t'), which satisfies condition (2), will be denoted by
the symbol Od,(t,) or Cd,(t). The apparent argument t or f, of the charac-
teristic funection will denote the first moment at which this function has the
value “1”. Let us form the set of functions {Od,(t,)}”*". This is a set of all
features determined at the j-th stage during the entire period of analysis (these
features may repeat).

Let us select from the set {Cd,(1,)}”*” each pair of elements Cd,(t,), Od,,(1;)
(dy, dy € D3, 4, €T) for which the relation

0. g =ty < 1 (3)
is satisfied.
For each pair of elements of the set {Cd,(t,)}”*", for which relation (3) is
satisfied, there is a relation & of partial order in time defined in the following
manner:

0d,(t,) & Cdy(ty) <1, > 1,. (4)
The relation ¢ establishes the sequence of the occurrence of two features

d, and d, of sounds as a time function; the time between the occurrence of
these features is shorter than i,.
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Pairs of elements of the set {Cd,(t,)”*"}, for which relation (3) is not satis-
fied, are not arguments for characteristic functions of the speech sound of the
(j+1)-st stage.

The input data for each stage of the identification are selected in this
manner. The reduction of redundant information, and also the extraction of
useful information from disturbances, is thus effected at each stage of the
operation.

By means of pulses of duration f,; it is possible to detect, with technical
facilities available, the features to which these pulses correspond. The duration
of the value “1” of the function from the j-th stage is equal to the times of
coincidence of the value “1” of the function from the (j —1)-st stage, increased
by the memory times of the value “1” for the function in the j-th stage.

4. Input system

Investigations of the properties of human hearing show that «with regard
to selective properties, the hearing is similar to bandpass filters with a critical
band» [5]. ;

In the proposed system the speech sound from the mierophone output is
transmitted to a set of bandpass filters. At the filter outputs, the signals are
rectified and then integrated (Fig. 2). The value of the time constant of the

o e ——— . — =

Fig. 2. Diagram of input systems for the analysis of sounds: a) microphone, b) set of bandpass
filters, ¢) rectifying systems, d) integrating systems

integrating system for each filter should not exceed the reciprocal of the mid-
frequency of this filter. In this manner n signals are obtained,

{a‘k(t)}ku\" N:{1,2,...,n},

where k is the number of filters. The signals {a,(f)},.y are the arguments for the
characteristic functions of the features of sound for the first stage of the system’s
operation.
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5. First stage of system: the determination of the value of characteristic functions
of the increase and decrease of signals {a;(!) ;v

The following properties of the signals output from the analyzer are de-
termined at the first stage of the system: the increase and (independently)
the decrease of the signals through set threshold values. It is assumed that
for each filter there exists a corresponding set of threshold values {x,;, ...

3 ®i gy ooy Ty, Where k is an index of a band filter and i is an index of the
thresho]d Va.lue, keN=1{1.9, . 8 iell =11,2,...,0}

Each of the elements of the set {x; ;};.x 18 denoted by the symbol x; ;.
Let

{wik (D}eey = {01,5(8), W35(1), vy Wy (O }ren
and

M (Dren = (M1 (8)y Mo ()5 ooy Mg g (D) i
be families of sets of characteristic functions which transform signals {a,()}..y
and families of sets of threshold values {x; ;}.y into sets of values [{0, 1}7}, .

Let us consider the function w;,(f) € {w;;(t)};.v. The function w,,(t) is
a characteristic function of the increase of the signal a,(t) in relation to the
preset threshold value x;, (Fig. 3a),

1 if ag(t) < @A gt + At) > @y,
wi,k(t!ak(t)iwi,k) iy {0 Oth(:clsvgise, A ) ik

(5)

- where (t, a,(t), x; ;) are apparent arguments of the function wi » and moments
of the occurrence of the value “1” of the function w, ;.

|
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i e fpies 8 "?L hicey g
¢ iti’—i‘ = 0 [tﬂ‘ll

(a) (6)

Fig. 3. a) Graphic interpretation of the value “1” of the characteristic function w; ; (1) of the
signal increasing ay () through the threshold value @; k. b) physical interpretation of the
value “1” of the characteristic function m; j(f) of the signal decreasing ay(f) through the -

threshold value ;. '

Let as assume that m, (1) € {m; ;. (£)};.n, Where m, ,(t) is a characteristie
function of the decrease of the signal a,(f) in relation to the preset threshold
value x; , (Fig. 3b): ;

: 1 i a@) e A0ld)< 2
My [ty ar(t), @] = {0 Othlflfﬁzise. e O ) ik

(6)
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Since the human hearing reacts basically to relative change of sound
intensities, the values of the thresholds {r;;},.y can be distributed in the in-
tervals {[@,, #,]}r.v according to the logarithmic scale. Such a distribution
is justified also by the economics of the system construetion (using a smaller
number of threshold values).

The values {xy,, @y 2y .cy Tgpy -++y &g,y are distributed over a range of
corresponding frequencies {fy, foy ...y fis -vy fu}, according to the value of the
mean speech spectrum.

An essential property of the system is the memorizing of each of the value
“1” of the characteristic functions {w; ; (!)}z.x and {m, ;()};.y over short periods
of time t,, (Fig. 3), which satisfies the condition

11 < Ty (7

where 7,,, is the smallest duration of an extreme of the sound spectral envelope.

The duration of the maximum of the sound speetral envelope at a frequency
i is understood as a period during which the output of k-th filter signal exceeds
the signals at the k —1 and & +1 outputs of the filter. More precise determinations
of extremes are stated in section 8. The time ?,, can be found only by experiment.

The use of the functions {w, ;. (1)};.x and {m,, (1)}, .y permits further con-
sideration to include only relative changes in the filter output signal stages
which satisfy condition (7).

The values |{0,1}*},.y of the functions {w,;(t)}iy and {m;,(1)},.x are
arguments for the second stage of the analyzing system.

6. Detection and recording of relative changes in the stages of analyzed signals

For each point in time the number of functions of the set {w,,(f)}
= {w, ;. (), W, (%), ..., wy,(t)}, which have a value equal to unity, is totalled.
The exceeding of the value @ is identificated in the system by a value of “17”
for the characteristic function wg ; () (Fig. 4a):

-

woiult, Wenlt)}; Q1 = {1 ioftlgl;::l‘vdis{(’:fji,k(t) € {w; ; (1)} : w; () = 1” >Q, (8)

where eard {...} is the number of elements of the set {w, ,(¢)}, which satisfy
the condition w; ,(f) = 1.

Similar operations are carried out for the set of fumections {m,,(f)}
o) {ml,k(t)i mz,k(t)1 ol mq,k(t)}:

1 if (card {m, ; (1) € {m, (D)} m, (1) =1})>@Q,

mq.k[t! {mi,k(t)}! Q] = {0 otherwise. (9)
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A value of “1” for the function w ,(f) expresses an inerease of the signal
a,(t) in the time interval At < t,, by the successive threshold values, with the
number of surpassed thresholds being higher than @ (Fig. 4). In a similar man-

@ (b)

Fig. 4. Physical interpretation of the value “1” of the funetion wg ;(f): signals (a) and (b
for @ = 1 are identified

ner, a value of “1” for the function m, ,(?) describes the decrease of the signal
@, (1) in the interval At, At <t, by more than @ threshold values. The repre-
sentation of the set of functions {w, , (1)} gives in effect a large reduction of the
input information. The use of the threshold value () permits a determination
of the parameters of the speech signal, which is independent of its stage. The
subsequent analysis utilizes only relative changes of the stage of signals output
by filters.

The longer the time %, (formula (7)), the smaller the stage changes of the
signals {a;(f)}r.x Wwill be for the values of the functions {wg;(f)};.x @nd
{mq i (t)}r.ny to assume the value {1},.y. The higher the threshold value @,
the higher the relative increments of signals {a,(t)};.x a8 well as {wg () }ien
and {mg ;(f)}r.x should assume the value {1}, 5.

The values {0, 1}y of the functions {wg ;. (f)},.y and {mg . (1)}, y are argu-
ments for the “sharpening” stage of the extremes of the frequency-time envelope
of the sound.

7. ,,Sharpening” of extremes of the frequency-time envelope of the sounds

In order to obtain sufficiently small time constants for the input system
it is possible to use bandpass filters with broad, overlapping transmission bands.
The entire frequency range to be analyzed can then be covered with a compar-
atively small number of filters. A single extreme of the sound spectral envelope
will then oceur at the output of several neighbouring filters. ;
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At this point we will discuss the process of sharpening a single local extreme,
independently of whether a formant and its transient will be discovered in the
next stages of analysis.

Our system determines automatically at each moment the numbers of
filters at the outputs of which the extremes have appeared. The earlier of each
two directly adjoining filters is taken. In effect, the local extremes of the spectral
envelope are determined.

If an extreme is registered at the output of the k-th filter, followed by
a local extreme at the output of the (kK —1)-st or (k+1)-st filter, but not more
than a time {,, later (see formula (18)), then the change in the frequency of
this extreme will be registered (see item 12). However, if the local extrema
occur at directly adjoining (neighbouring) filters after a time interval longer
than t,;, these extrema are analyzed separately.

Let us consider the sequence of direetly neighbouring filters k,, k,, ..., k,,
at the outputs of which one extreme occurred. In our system the quickest to
determine is the value “1”, obtained for the function w, ;(#) amongst all values
{1} of the funection {wg i ()} rears M = {kyy Koy +o.y Ky} € N, where &y, Kyy oony Ky
areindices of successive filters at the outputs of which values {1}* of the function
{wg (1)} ey are obtained. The function wg . (f), determined in this manner,
will be denoted by w, ;(t).

In a similar manner the most quickly determined is value “1”, obtained
for the function m ,(t) amongst all values {1}" of the function {mg ;(t)}ica-
In this case the function my ;(f) will be denoted by m, ;(?). Let g, h e M, g = h:

W o(ta) s Wou(ts) € {Ci(D}kenr = 0 < [ta—1b| < By, (10)
mQ,g(ta)? m’Q.h(tb) € {C.k (t)}ksM <0 = |ta_tb| < th' (11)
In the set {C)(?)},., the relation of partial order

Cyty) & Cu(ty) < 1, =1, (12)
is determined.
The relation ¢ arranges the values {1} of the function {wg ; (1)}, 38 well

as of {mg;(t)}rcar, that describe one extreme of the frequency-time envelope
of the analyzed sequence.

A characteristic property of the system is the memorizing each of the values
“1” of the function {w, (1)} = {w, (1), w,,(t), ..., w,,(#)} throughout a short
length of time #,,. The length of time #,, is described by the inequality

tpl = tpz "<- r_’pZ’ (13)

where 7,, is the longest duration of the maxima of the frequency-time envelope

of the speech sound (see also the definition of the time z,,, formula (7)). In

4 — Archives of Acoustics 2/77
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analyzing voiced sounds, we obtain the value
| . (14
Tpe &~ - ft ) )

where f; corresponds to the lowest frequency of the larynx tone.

If f; denotes the average value of the frequency of the larynx tone, then
an automatic analysis of speech pronounced with a larynx tone frequeney
smaller than the average will not determine the extremes. Condition (13) results
from expression (1).

The duration of the value “1” of the function w, ,(f) is equal to

by = tps + Tgy (15)

where 7, is the time of coincidence of the value “1” of the function wg ;(t)
or mg ;(t) (see expressions (8) and (5)).

The times of memorizing are not added to the durations of the value “17
of the funection

{mr,k(ty Mo (1), Q}, = {mr,1(t): m, » ()5 +rey mr,n(t)}

which are equal to 7.

8. Detection of maxima of the frequency-time envelope of a speech signal

In this paper it is assumed that at the output of the analyzer or, more
strictly, at the output of each channel, a rectified signal is obtained with an
ingtant amplitude which changes periodically, according to the frequency of
larynx tone (the pulsations with a frequency of the bandpass filter are
smoothed out by means of integrating systems with suitable time constants).
If in a given channel a formant occurs, then this brings about an increase in the
relative changes of the output signal. Generally speaking, the extremes of the
signal spectral envelope are determined for each time interval ¢,, in such a man-
ner that the values of the characteristic functions of the increase ({w; (1)}
and decrease ({m,,(t)}) of the signal are determined. The statement that local
extremes of the spectral envelope occurred in the k-th channel means that
relative changes (increase and decrease) of the signal in this channel were
greater and quicker than the corresponding changes in the (k —1)-st or (k +1)-st
channel. However, this assumption makes it possible to overlook the earlier
“sharpening” stage of the function {m, ,(#)}. In general, the characteristic fune-
tion of the formant of the analyzed sequence is determined in the following
manner:

LIS wr,k(tl) & mr,k(tz):

wm;, [ty wr,k(tl)a fm’r,k(t2)] = {0 OthEI‘WiSG. (16)
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An essential property of the system is the storé.ge of each value “1” of the
funetion {wm, (1)} for an instant of time (Fig. 5). The length of time {,
is determined by the inequality

py < tp3 < Tpay (17)

where 7,, is somewhat shorter than the duration of the shortest voiced sound.

Wrk

A= e
mf?k]‘ ir2 .

o e £
wka ;.453

al s son sy B 4

Fig. 5. Graphical interpretation of the function deseribed by formula (16)
The duration of the value “1” of the function wm(f) is

trs i tpﬁ + tias (18)

where t,, is the time of coincidence of the value “1” of the function w,.(?)
(Fig. 5).

9. Determination of the position in the spectrum of formants of voiced sounds

The function of the voiced formant ¢, (f) is described by formula

1 if t,>cly, 15

@ity wmg(t), 1, , tp3] =5 0 othatwise, (19)

where ¢ is & constant, chosen experimentally. The value of the constant ¢ should
vary within a range from 1 to 3.

From equation (15) it results that in order to detect a formant of frequency
fe, the maxima of the spectral envelope have to occur in the k-th filter several
times with the frequency of larynx tone (see expressions (17), (13) and (1)).

The values “1” of the function {p,(t)} = {p1(t), @a(t), ..., @, (f)} are me-
morized in the system over period of time %,

The value of ¢,, can be deseribed by the inequality

lps < Tps < Tpay (20)

where 7,, equals at least twice the duration of an average gsound. Such an as-
sumption is aceepted in view of the need to ensure the coincidence of pulses
when measuring formant transients (see item 11).
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The duration of the value “1” of the function g,(f) or of the function
ak(t) iS

by = tp4 4 tk.'i! (21)

where t,, is the time of coincidence of the value “1” of the function wmy, (t)
or of the funetion wmaw, (t).

10. Measurements of frequency changes of the extremes of the sound envelope
(formant transients)

Let g and A be the numbers of two adjoining channels of the system;
g, h € N. The transition of the maximum of the sound signal envelope from the
frequency f, to the frequency f, can be deseribed by the expression

Woalts ot omalid] =) | Wl E oG] (22)
0  ofherwise.

According to expression (22), the characteristic function M, ,(t) takes
the value “1” when a maximum of the envelope in the channel ¢, and then
& maximum of the envelope in the neighbouring channel &, there are identified
in succession: in the time interval f,;.

We notice that conditions for the increase and decrease of signals are
satisfied even for quick changes of the frequency of formants. However, only
the changes slower than the time constants of bandpass filters (see item 4)
are detected, i.e. we must have

[ty —Ta| > 7%, (23)

where 7, is the time constant of the filter of tﬂe input system.
To satisfy inequality (23) it is necessary to use filters with suitably broad
bands.

11. Detection of formant transients of voiced sounds

Let g and h be the voiced numbers of two neighbouring channels of the
system g, h e N. The transient formant beginning with a frequency f, and
ending up with a frequency f, can be detected by means of the characteristic
function Y, ,(1):

L if gu(ty) & wmy(ty),

Youlty gaulta), wmy(ty)] = l PR (24)

The formant transient, beginning with a frequency f, and ending up with
& frequency f,, is described by the characteristic function Tosli)e

1 if wmy(ty) & ¢ (t),

i (25)
0 otherwise.

Ty lty wmy(ts), gu(ts)] = t
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The value “1” of the characteristic functions

{Yg,h(t)} e {Y1,2(t)! Yz,s(t)y = an—l,n(tl)}
and

{Ty,h(t)} =3 {Tl,Z(t), Tz,a(t)a UL Tnfl,n(tl)}

are memorized in the system for a short period of time ¢, (see inequality (20)).
Current frequencies of the transients can be determined from relations (30)
and (31).

12. Determination of current frequencies of the formant transients

The considerations of sections 12 and 13 refer to the case where, in the
frequency range of two neighbouring filters, the k-th and (k-+1)-st, there is
at most one maximum of the spectral envelope, the energy of which considerably
exceeds the energy of other maxima within the range of these two filters. We
assume that the bands of the k-th and (% -+1)-st filters overlap.

The solution presented hitherto permits determination of positions of the
transients with an aceuracy given by the interval f, ., —f;. A method of de-
terminating current frequencies of the transients with an accuracy of (f., — /i) /¢
(with the assumption of a linear distribution of threshold values {®, ;, %5 yy ...y %4 1}
in the interval [z, ;, «, ;]) will now be presented.

We denote the known coefficients of the attenuation of the bandpass
filter of channels k and k41 by B.(f) and B, ,,(f), respectively. For values
of the signal A(t,f) with a frequency f, we obtain the following relations:

a,(t) = Bp(f)A(¢, f), (26)
@1 (1) = B (f) A, f). (27)

Let us divide the members of equation (26) by equation (27):
at) _ Bll) g i

ey (1) = By 1 (f) 4
For the current frequency of the signal A(f, f) we obtain the following

expression :
] a’k(t) ]
=Bl ot 29
3 [a‘k+1(t) i

Values of the signals {a; (?)};.x are also represented in the system by values
of elements of the sets

{wi,k(t) € {wi,k(t)} : wi,k(t) e 1}keN
and

{mg (1) € {m; (1)} 2 my 1 () = 1o,



134 Z. M. WOJCIK

while values of the signals {a;_,(f)},.x are represented by values of elements
of the sets

/ {wa',k+l(t) € {wi,k+l(t)} 2W () = l}ksN
and
{mi,k+1(t) € (M i1 (1)} My gy (B) = 1]1;;1\*-

The current frequency of the maximum that is shifting from the frequency
fi to the frequeney f;,, is determined by the following expression:

s B‘l( card {m; ; (1) € {m (1)} : m; (1) = 1} ), (30)

card {w; 4, (1) € {00y 41 (0)} 1 Wi s, (1) = 1}

while the current frequency of the maximum that is shiffed from the
frequency f;,, to the frequency f, is determined by the relation

(31)

e B”( card {w; ;. (1) € {w; ; (1)} : w; (1) = 1}1}).

card [mi,k-&-l(f’) €{My i1 (D)} 2 My ppy ()=
13. Determination of initial frequencies and of final transients

The frequency at which the transient begins to shift in the direction of
smaller frequencies is evaluated by means of the expression

min {w; ;. (1)}
T mMax {my ¢, (1)} : e
where
min {w;_, (1)} = ~w;(t) 3 Wi (t) 3 Trorp (), (32b)
max {mi,k—}-l(t)} = ~Mypq s (t) 3 m-i,k+1(.tz) =3 Tyyprx(t). (32¢)

From (32b) it results that the threshold value x,, has been exceeded
by the signal @, at the moment f, and the threshold value z;_, , has not been
exceeded by the signal a, in the time interval [{,—t,;,{,], and the formant
transient that shifts from the filter k-1 towards the filter % is recorded in the
time interval [{y, t,+1,;].

The initial frequency of the transient which shifts towards higher frequen-
cies can be determined from the relation

max {m, ; (t)}
LW ~ B! 5 i

33
In_in {wi k1 (0)} g
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where
max {mu(t)} = ~My.q k() 3 my ;. (ts) 3 Ty res1(ts)y (33b)

min {w; ;1 (1)} = ;1 s (t) 3 Wigqr(te) 3 Thpia(ts). (33¢)

The frequency at which the transient shifting towards the higher frequencies
finishes is determined by means of the expression

min {m; (t)}

WL ~ B! " (34a
max {w; ;41 (1)} : )
where
mzn {mg (O} = ~my_yx(ls) & my g (ta) & Y pia(t), (34b)
max fwi g1 (D} = ~Wi 141 (B) & Wigia(ts) & Yy ps(ty). (34¢)

The frequency at which the transient shifting towards decreasing frequencies
finishes can be calculated from the relation
max {w;; (t)} |

ML ~ B! : -
min {m; .1 (1)} ’ s

where
max Wik (1)} = ~wi40 () & Wik (l) & Vg x(ta), (35b)

mm (M pesa (0} = ~My_y 41 (ts) & My pia(ts) & Yy i(fa). (35¢)

14. Modifications of times of the instant memory

For the correct operation of the system, the constancy of times t,; at the
j-th stage of the identification for all channels is very important:

YY(tM — const). (36)

In order to'give consideration to the technical problems connected with
the satisfaction of condition (36) and also to the construction of band filters
with identical time constants, it is possible to modify inequality (3) to the
condition : ;

tpo e Mﬂ_tbl < t_’pjr (37)

where {,,,, chosen experimentally, permits consideration to be given to the above-
"-mentioned difficulties.

£ condition (36) is unsatisfied, then it causes that the frequency changes
of the extremes are detected despite their absence in the real sound signal.
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15. Advantages of the system

The use of instant memory at each stage of the identification permits analysis
of sounds in the real time, and also permits automatic segmentation of sounds
in the time domain. This segmentation consists in the division of the sound se-
quences analyzed into uneven lengths of time, with lengths not shorter than
the times {t,;}. The normalization of lengths of the time {#,;} up to magnitudes
that correspond to the extreme values of the oceurrence of certain features
in the analyzed sequences permits the results of the identification of the speech
to be made independent of the speeking speed, the frequency of the larynx
tone, etic. The use of suitable times {t,;} at various stages of the system allows
for a careful consideration of physical properties of speech sounds and the de-
termination of basic parameters of speech signals amongst external disturbances
and excess information. This selection takes place at each of the {j} stages of
the system.

In the system it is possible to use bandpass filters with comparatively
broad and overlapping transmission bands. Owing to this it is possible to obtain
filters with sufficiently small time constants.

The system proposed permits the determination, at any moment, of local
times of the extremes of the speech signal (seetion 7). Their number can theo-
retically reach the value n/2 41.

The system permits a determination of parameters of the speech signal
independent of the absolute stage of the speech signal (section 6), e.g. an in-
crease of the signals {a;(t)},.y from various initial values, and a decrease of
these signals to various final values.

The pulsations of signals with the frequency of the larynx tone at the outut
of a set of filters are utilized in the system to determine the feature of the voiced
ability of the analyzed signals (sections 9 and 11). The effects of phase incom-
patibility at the outputs of the filters are eliminated by the application of an
instant memory (memory times {t,;}).

Initial and final frequencies of the transients (section 13) should provide the
basis for hypotheses about the position of locuses through the system for the
identification of sounds (block (¢) in Fig. 1).

The description of the system by means of characteristic functions of the
features of sounds permits the system to be designed and built directly with
the aid of integrated circuits [6].

The individual definition of the function of increase and decrease permits
the automatic determination of directions of the course of transients in the
frequency domain, the initial or final routes of transients, the detection of
periodicity (soundability) and also a deseription of duration of these features
of speech sounds.

In the case of an absence of periodicity the values of the function g, (t)
~are equal to zero for each channel.
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