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This study is aimed to evaluate a method for distinguishing between healthy and pathological voices. The
evaluation was carried out using several acoustic parameters including COVAREP (collaborative voice analysis
repository for speech technologies), the auditory-perceptual RBH (roughness, breathiness, hoarseness) scale,
and AVQI (acoustic voice quality index). Finally, a classifier is trained using machine learning algorithms from
the WEKA (Waikato Environment for Knowledge Analysis) platform.
The study group comprised 75 voice recordings of individuals affected by vocal fold paralysis. The control

group consisted of 49 voice recordings of healthy individuals. The results indicate that the voice quality of
the study group is significantly different than the voice quality of the control group. Acoustic parameters
implemented in COVAREP and the RBH scale have proven to be reliable methods assessing voice quality. In
addition, data classification achieved over 90 % accuracy for every classifier.
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1. Introduction

Voice is a key element in everyone’s daily life as
it is needed to communicate with other people. Three
components are required for proper voice production:
breathing, phonation, and articulation (Majkowska,
2004). For a human to produce a sound, simultane-
ous orchestration of several organs is required. The hu-
man breathing apparatus consists of lungs, diaphragm,
trachea, and bronchi. It generates a driving force in
the form of a stream of air exhaled from the lungs,
which is needed to produce air turbulence and, there-
fore, sound. The phonation apparatus consists of the
larynx with the vocal folds, vocal muscles, and the la-
ryngeal nerve system. The airflow through the bronchi
and trachea into the larynx causes vocal folds to vi-
brate, which are the sound source for voiced parts of
speech. The articulation apparatus consists of the oral
cavity, along with the tongue, the pharynx, and the
nasal cavity. The oral cavity’s role is to amplify and
filter the sound produced in the larynx, thus trans-
forming it into an articulated sound that is intelligible

as speech. When the uvula of the soft palate is prop-
erly positioned the sound wave is emitted through the
nasal cavity and nostrils (Tadeusiewicz, 1988).
A healthy voice, also known as euphonic, is charac-

terised by correct and clear articulation, good diction,
and the smooth change of intensity and fundamental
frequency depending on the content of the utterance.
The air pressure of a person with such a voice is per-
fectly regulated. The close-ups of the vocal fold and
the onset of exhalation occur at the same time. The
opposite of a euphonic voice is a pathological voice.
Voice pathology manifests itself in the form of aphonia
and dysphonia. Dysphonia is characterised by hoarse-
ness, abnormal timbre, loudness, and duration of the
utterance (Kosztyła-Hojna et al., 2014). Aphonia
is defined as the inability to produce a voice. It may
be caused by surgery, tumor, or psychological means
(Roper, 2014).
Vocal fold paralysis is caused by damage to the

laryngeal nerves. The patient can suffer from unilat-
eral or bilateral paralysis, the former of which is more
common. We distinguish between central and periph-
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eral vocal fold paralysis. Peripheral causes can be di-
vided into traumatic and non-traumatic causes. Trau-
matic causes are mostly caused by surgery on the thy-
roid gland, either because of goiter or cancer. Other
causes include communication injuries, heart, lungs,
neck vessels or tracheal tumor surgeries, and intu-
bation injuries. Non-traumatic causes include respi-
ratory diseases such as tuberculosis, cancer, or en-
larged lymph nodes. They also include viral infections
such as shingles, influenza, esophageal, tracheal, and
bronchial neoplasms, aortic aneurysm, myocardial hy-
pertrophy, and mediastinal diseases. Patients with vo-
cal fold paralysis have impaired defensive function of
the larynx, which may cause choking on saliva or food.
The voice of such a person is monotonous and dull. The
fundamental frequency and timbre of the voice can
change rapidly (Chen et al., 2007).
In the medical environment, the assessment of voice

pathology is based on multiple different factors, includ-
ing questionnaires for self-assessment, expert derived
perceptual analysis (e.g., using the GRBAS scale (Hi-
rano, 1981)), acoustic analysis (e.g., jitter, shimmer,
noise-to-harmonic ratio (Boersma, 2001)), aerody-
namic analysis (e.g., maximum phonation time, mean
airflow rate (Speyer et al., 2010)), and vocal range
analysis (e.g., fundamental frequency and intensity
range (Cooper, Sorensen, 1981)). This assessment
is repeated at several stages of administrating medi-
cation or therapy, thus allowing for a correlation com-
parison of various methods of medical treatment – see
Table 1 (Jeong et al., 2022).
In recent years, especially spurred by the COVID-19

pandemic, much of the diagnosis and pre-screening
have been performed in a purely remote setting (Mon-
talbaron et al., 2023). As in this study, a com-
mon approach relies on using artificial intelligence (AI)
in computer-aided diagnosis (Verikas et al., 2006;
Crowson et al., 2020). Early systems relied on sim-
ple Mel-frequency cepstrum coefficients and hidden
Markov models (Dibazar et al., 2006) – an approach
common in speech recognition systems of the era. More
modern solutions rely on deep learning and other novel
machine learning techniques (Compton et al., 2022;
Tirronen et al., 2023; Suvvari, 2023). The results

Table 1. Voice outcome measures as outlined by Jeong et al. (2022).

Category of outcome measurement Definitions and examples

Visuo-perceptual
Subjective rating of laryngeal anatomy function, e.g., videostroboscopy, laryngoscopy, stro-
boscopy research tool

Auditory-perceptual
Subjective rating of the perceptual vocal quality, e.g., GRBAS (Hirano, 1981), CAPE-V
(Nemr et al., 2012)

Acoustic
Computerized measurements of features of the speech sound signal, e.g., jitter, shimmer,
noise-to-harmonic ratio, cepstral peak prominence

Aerodynamic
Measures of respiratory components of phonation, e.g., maximum phonation time, S/Z ratio,
subglottal pressure

Voice-related quality-of-life measures
Patient rated assessment of the impact of dysphonia, e.g., vocal handicap index (Wilson
et al., 2004), V-RQOL (Hogikyan, 2004)

outlined in the cited literature were relatively com-
pared to those discussed in this paper. However, the
comparison is difficult as the datasets of other authors
are generally not available for a direct comparison.
This study aimed to prove that both acoustic and

perceptual analysis are valuable tools for detecting
changes in voice quality. Through a series of experi-
ments using several classifiers, the data were success-
fully classified into voice recordings of people suffer-
ing from vocal fold paralysis and voice recordings of
healthy individuals.

2. Speech database

The recordings were conducted in 1973–1996 in the
Institute of Phoniatrics at the Central Clinical Hospi-
tal, 1a Banacha St. in Warsaw. The Nagra IV S se-
ries professional tape recorder was used to record
the speech in non-acoustically adapted room. (Wow
and flutter (9.5 cm/s) ±0.012 %, according to DIN
45507 standard, 0.043 % according to NAB standards.
Signal-to-noise ratio (SNR) ASA A-weighted, refer-
ence 1 mW 125 dBm). The recordings contain 416
recordings of patients with various diseases affect-
ing voice quality, such as after adenoidectomy, tubec-
tomy, cordectomy with vocal fold paralysis, or dys-
phonia. Each patient underwent a phoniatric examina-
tion. A significant number of patients had their voices
recorded repeatedly, which may allow us to compare
the performance of our system on the same voice be-
fore and after rehabilitation.
Following speech signals were recorded: vowels / ∶ i/

/ ∶ y/ / ∶ a/ / ∶ e/ / ∶ o/ / ∶ u/ read at equal intervals, sim-
ple announcing, and questioning sentences, and scien-
tific text that the patient was not familiar with before
the study began.
In addition, 10 sentences of text were recorded. All

the recordings, which were conducted using a rarely
employed cost-effective speed of 9.5 cm/s, are stored
on analogue reel tapes in the Institute of Phoniatrics’s
archives. The speed does not influence the quality of
recorded speech.
The crucial process was to digitise the recordings.

It was conducted at the Polish-Japanese Academy of
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Information Technology using the Studer A812 reel-
to-reel tape recorder (Rosłanowski, 2008). The ana-
logue signal from the recorder was sent to the computer
via an E-MU 1616 audio interface. The connection was
made using a symmetric cable with one end plugged
into the CH1 connection of the recorded and the other
end plugged into the audio interface’s input. The sig-
nal was recorded in Sony Sound Forge at a sampling
rate of 44.1 kHz and a 16-bit depth.
A database containing the patient’s name, date

of recording, disease description, ID, and file name
recording, keywords, age, gender, and tape number was
also created.
Examples of the transcript used are provided in

Appendix A, together with its translation in Appendix
B. A subset of the recordings, where patients phonated
the sustained / ∶ a/ vowel and uttered sentences in
Polish: “Ten dzielny żołnierz był z nim razem. Ola lubi
bezy”, were included in the experiments. The voice
recording was excluded if a vowel’s phonation was not
sustained for at least 1 second.

2.1. Pre-processing of recordings

The acoustic background and reverberation in the
room used for recording exceeded appropriate levels,
which affected the quality of the voice recordings. All of
them had to be subjected to a noise reduction process.
Firstly, the SNR was calculated for every voice record-
ing. The SNR is a difference, measured in decibels, be-
tween the speech level and the background noise level.
Previous studies reported that recommended lev-

els of SNR are above 42 dB, acceptable: above 30 dB,
and unacceptable: below 30 dB (Ingrisano et al.,
1998; Deliyski et al., 2005). To eliminate mains hum,
we used a FIR high-pass filter to reduce all frequen-
cies below 60 Hz (Fig. 1), which greatly improved the
SNR levels of all recordings. Before the process, the SNR
ranged from 17.9 dB to 40.9 dB, averaging 26.2 dB.
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Fig. 1. FIR filter used to process the voice recordings.

After the process, the SNR ranged from 23.5 dB to
48.7 dB, averaging 36.1 dB. Only one recording was
deemed unusable and was excluded from the study.
Voice recordings were sorted by the type of vocal

disorder. Vocal cord paralysis, which is the goal of this
study, was the only one that appeared more than a few
times in the database. Only 75 recordings were used in
further experiments. Forty-nine recordings which came
from 17 healthy individuals were used as a control
group.

2.2. Perceptual assessment of voice quality

All voice recordings used in this study were assessed
by independent voice specialists using the RBH scale
(Nawka et al., 1994). The scale is widely recognised
as the easiest method of perceptual voice evaluation by
institutions including the Committee on Phoniatrics
of the European Laryngological Society (Dejonckere
et al., 2001). The RBH scale consists of three features:
R – roughness; B – breathiness; H – hoarseness.
Every feature can receive a score from 0 to 3, which

describes the severity of a vocal disorder: 0 – normal
voice, 1 – a slight change, 2 – medium change, and 3 –
high change.
The RBH scale, despite looking uncomplicated, is

a reliable method of assessing voice quality, provided
it is used by voice specialists such as phoniatrists or
speech therapists (Behrbohm et al., 2011).
Perceptual assessment of voice quality was carried

out on both occasions by the same two independent
voice specialists who had completed an RBH training
program and had extensive experience in voice/speech
signal assessment. On both occasions, the experts were
blindfolded for the assessment duration. The two ex-
perts underwent an audiometry test, and the test re-
sults for both indicated normal hearing.

2.3. Control group recordings

Because the original dataset contained only voices
with voice quality disorders, an additional set of
recordings was created to capture the vocal proper-
ties of healthy individuals for control purposes. The
recordings were made in the recording studio of the
Polish-Japanese Academy of Information Technology.
The microphone used in the recordings was a Rode
NT-1A and it has the following parameters: frequency
range 2 Hz–20 kHz, sensitivity 25 mV/Pa, equivalent
noise level 5 dBA, maximum SPL – 137 dB SPL, po-
lar pattern – cardioid. The signal was registered with
a 48 kHz sampling rate and a 16-bit resolution (stan-
dard WAV PCM).
During the recording, the healthy individuals

phonated the vowel /a ∶ / three times with a sound
pressure level of 60 dBA–80 dBA, 1 meter from the mi-
crophone, for a sustained period of at least 4 seconds.



98 Archives of Acoustics – Volume 50, Number 1, 2025

Following that, the recorded individual was made to
briefly strain his/her voice by reading out a few sen-
tences, and then again to phonate the vowel / ∶ a/ four
times.
The last four phonations of the vowel / ∶ a/ were

used to calculate the acoustic parameters. All the par-
ticipants phonated neutrally. Phonations with higher
or lower values of the fundamental frequency of
a speech signal, often denoted by F0, were not con-
sidered in the analyses.
A lot of consideration was taken to match the condi-

tions of the original dataset while preparing the control
samples. It is obviously impossible to recreate the con-
ditions perfectly, but the chosen signal analysis meth-
ods were not affected by the differences in the acqui-
sition and storage of the signal data. Given the over-
all low levels of background noise and good levels of
SNR, both sets of recordings showed negligible levels
of change in parameter values.

3. Acoustic voice evaluation

Acoustic methods for voice quality assessment are
growing in popularity amongst clinicians focusing on
voice research, because these methods benefit from be-
ing non-invasive and give the opportunity of utilising
automation (Maryn et al., 2009). They are an easy
and reliable way of comparing voice dysphonia lev-
els before surgeries and after them (Maryn et al.,
2009). Traditionally, sustained vowel phonation is used
for testing instead of continuous speech (Askenfelt,
Hammarberg, 1986). In the case of vowels, features
such as talking speed, pauses, the context of a sen-
tence, accent, or type of language spoken are not rele-
vant. On the other hand, this approach can sometimes
be worse than continuous speech because sustained
vowel phonation is not representative of everyday use
of speech in a normal spontaneous setting (Parsa,
Jamieson, 2001). That is why the best results are ob-
tained while using both methods.
One example of using acoustic analysis is an

acoustic parameter, which evaluates the voice qual-
ity based on the parametrized sound signal. Collab-
orative voice analysis repository for speech technolo-
gies (COVAREP) is a free toolkit with many imple-
mentations of acoustic parameters (Degottex et al.,
2014) and it is available as an open source public
repository online written in MATLAB. The following
acoustic parameters which were used for our study
were implemented in COVAREP: peak slope – PS
(Kane, Gobl, 2011), normalised amplitude quotient
– NAQ (Alku et al., 2002), parabolic spectral pa-
rameter – PSP (Alku et al., 1997), quasi-open quo-
tient – QOQ (Hacki, 1989), cepstral peak promi-
nence – CPP (Hillenbrand, Houde, 1996), H1H2
(Hanson, 1997), harmonic richness factor – HRF
(Childers, Lee, 1991), and maxima dispersion quo-

tient – MQD (Kane,Gobl, 2013). Voice recordings in-
cluded only the sustained phonation of the / ∶ a/ vowel,
which meant they could not be used in the experiments
in which continuous speech was also needed.

3.1. Peak slope

The PS is calculated by observing the wavelet de-
composition given the following formula for the mother
wavelet:

g(t) = − cos (2πfnt) ⋅ exp(
t2

2τ2
), (1)

where fn =
fs
2
, for fs being the sampling frequency

of 16 kHz and τ = 1
2fn
. This decomposition results

in an octave band filter bank with centre frequencies
at 8 kHz, 4 kHz, 2 kHz, 1 kHz, 500 Hz, and 250 Hz.
From this filterbank, a local maximum is located for
each band and a regression line is computed based on
the amplitudes of the observed maxima (see Fig. 1
in (Kane, Gobl, 2011)).
This acoustic parameter differentiates between

a modal, tense, or breathy voice. According to pre-
vious studies, the PS parameter has a certain advan-
tage compared to other parameters (Kane, Gobl,
2011). It is completely independent, meaning that no
other algorithm is used to compute its value. It is espe-
cially useful when the voice recording has an ambient
noise that may disturb other algorithms and, conse-
quently, affect the obtained values.

3.2. Normalised amplitude quotient

The NAQ is a time-based acoustic parameter used
for speech signal analysis. Studies have suggested that
the parameter effectively differentiates types of phona-
tions and demonstrates resistance to the presence of
noise in the speech signal (Alku et al., 2002).
It is computed for each glottal flow period using

the following formula (Alku et al., 2002):

Aac

Tav ⋅ dmin
=
Amax −Amin

Tav ⋅ dmin
, (2)

where Amax is the amplitude for each period of the sig-
nal, Amin is the lowest amplitude for each period of the
signal, Tav is the average fundamental period length,
dmin is the minimum derivative glottal flow, and Aac is
the maximal flow of amplitude.

3.3. Parabolic spectral parameter

The PSP is an acoustic parameter based on fit-
ting a parabolic function to the low-frequency part of
the calculated glottal flow spectrum. The parameter
is a single numerical value that describes how the spec-
tral decay of the resulting glottal flow behaves with
respect to the theoretical limit corresponding to the
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maximum decay. The PSP is commonly compared with
other time-based acoustic parameters (Alku et al.,
1997).

3.4. Maxima dispersion quotient

The MDQ is an acoustic parameter used to differen-
tiate between modal, breathy, or tense voice. Previous
studies show that the parameter is effective in assess-
ing voice type based on sustained vowel phonation and
continuous speech, which achieves better results than
the NAQ parameter (Kane, Gobl, 2013).
For a tense voice, the maxima tend to appear

around glottal closure instants (GCIs), which mark
the moments of greatest excitation of vocal folds in the
glottal airflow. Otherwise, if the voice is breathier,
it has been observed that the maxima are scattered.
The MDQ parameter recognises the scale of maxima
scattering and thus effectively indicates the type of
voice, and it obtains particularly good results dur-
ing the analysis of continuous speech (Kane, Gobl,
2013).

3.5. Quasi-open quotient

The QOQ is an acoustic time domain parameter.
It is calculated by measuring the distance between two
points around and closest to the maximum of the glot-
tal flow pulse, which are exactly 50 % of the max-
imum’s amplitude value. This duration is also nor-
malised with respect to the pitch period T0 (Fig. 2).
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Fig. 2. Amplitude of a glottal flow impulse.

As confirmed in studies (Kane, Gobl, 2013), the
QOQ parameter achieves weaker results than the MDQ
and NAQ parameters. Only in the case of SNR rang-
ing between 0 dB and 10 dB, this parameter works
better.

3.6. Cepstral peak prominence

In 2018 CPP was recommended by the Ameri-
can Speech-Language-Hearing Association (ASHA) as
a tool that allows to measure the degree of noise and
other unwanted sounds in the voice signal as well
as to detect the degree of dysphonia (Patel et al.,
2018). CPP is defined by the distance between the
top of the cepstrum and its regression line. As shown
in the research of Hillenbrand and Houde (1996),

the cepstral maxima are more visible in the cepstrum
of a breathy voice than in the cepstrum of a modal
voice which makes it possible to distinguish between
these types of phonations using this parameter.

3.7. H1–H2

This acoustic parameter helps to distinguish be-
tween breathy and tense voices, which was confirmed
in the studies by Hanson (1997), Airas and Alku
(2007). It is calculated by the difference between
the amplitude of the first two vocal harmonies in the
spectrum of the voice source. It is described in deci-
bels [dB]. The H1–H2 parameter is less accurate than
the MDQ and NAQ parameters (Kane, Gobl, 2013).
Only when the SNR of the recording oscillates between
0 dB and 10 dB, this parameter achieves better results
than its counterparts.

3.8. Harmonic richness factor

The HRF is described as the ratio of the sum of the
harmonic amplitudes in the glottal flow to the compo-
nent amplitude at the fundamental frequency. In pre-
vious studies (Childers, Lee, 1991), the HRF param-
eter’s scores were higher by 6.8 dB for a modal voice
compared to a breathy voice, which effectively allows
to distinguish between these types of phonations.

4. Acoustic voice quality index

The AVQI is a tool developed to measure overall
voice quality using acoustic markers for clinical pur-
poses. For the voice quality evaluation to be accurate
and representative, the AVQI needs continuous speech
and sustained vowel phonation, which lasts for a few
seconds (Maryn, Roy, 2012).
The AVQI ranges between 0 and 10 and has a cut-

off score between a healthy and pathological voice,
which differs depending on the language, but gener-
ally, it is around 3 (Fig. 3). The more an AVQI score
exceeds the cut-off threshold the higher the severity of
voice dysphonia. The threshold for English and Aus-
tralian equals 3.46 (Reynolds et al., 2012), 2.70 for
German (Barsties, Maryn, 2012), 3.07 for French
(Maryn et al., 2014), 2.95 for Dutch (Maryn et al.,
2010), 2.97 for Lithuanian (Uloza et al., 2017), 3.15
for Japanese (Hosokawa et al., 2017), 2.02 for Ko-
rean (Maryn, Weenink, 2015), and 3.09 for Finnish
language (Kankare et al., 2020). Measurement errors
must be considered while using the AVQI. The differ-
ence in results between the two recordings should be
at least 0.54 (Barsties, Maryn, 2012) to mark that
the voice quality has changed. To our knowledge, there
is no data about AVQI parameters for the Polish lan-
guage.
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Fig. 3. Example of AVQI results.

5. Inter-rater reliability

Two independent experts who used the RBH scale
to assess the voice quality of recordings in the database
of non-healthy individuals were tested for inter-rater
reliability because one of them had a sensitive hearing,
which could heavily affect the results of experiments.
Tests were conducted using MedCalc software and Real
Statistics Resource Pack addon for Excel. To check the
expert’s agreement a single measure of the intraclass
correlation coefficient (ICC) was used, which was pre-
viously used in other studies (Maryn et al., 2014). The
suggested limit between a good and a weak or an av-
erage agreement is 0.75 (Portney, Watkins, 2009).
The obtained results for the R, B, and H parameters
were as follows 0.56, 0.5, 0.46, which gave us an av-
erage of 0.51. In our experiment, we noticed a shift in
the annotation of the recordings between the voice spe-

Table 2. Perceptual score distribution among experts.
Scores of 0, 1, 2, and 3 are used for all parameters on
the RBH scale, with reference to the different degrees of
vocal disorder: 0 – a normal voice; 1 – a slight degree;

2 – a medium degree; 3 – a high degree.

Score Expert 0 1 2 3

R
Expert 1 172 149 70 26

Expert 2 38 172 148 59

B
Expert 1 100 195 87 35

Expert 2 41 129 179 68

H
Expert 1 49 243 92 33

Expert 2 1 110 149 157

cialists. The scores recorded by expert 2 proved to be
more sensitive to changes in voice quality than those
recorded by expert 1. The two experts underwent an
audiometry test, and the test results for both indicated
normal hearing. For further discussion on the inter-
rater reliability of experts can be found in previous
studies; Table 2 (Szklanny, Wrzeciono, 2019).

6. Acoustic analysis results

The AVQI score was tested to correlate with
RBH scores for the same voice recordings. We used
Spearman’s rank-order correlation coefficient and RBH
scores of experts were averaged. AVQI and the R fea-
ture had a weak correlation, while AVQI and two other
features noted a higher-than-average level of correla-
tion. Table 3 presents the results.

Table 3. Results of Spearman’s Rank-Order Correlation
coefficient for AVQI and RBH.

R and AVQI B and AVQI H and AVQI

0.371 0.655 0.594

Acoustic voice parameters obtained through CO-
VAREP were tested for a correlation with the AVQI
score for the same voice recording. With the use of
Spearman’s Rank-Order Correlation coefficient it was
noted that the PS parameter from COVAREP had
a significant correlation with the AVQI score amount-
ing to 0.62 for a vowel, and 0.69 for a continuous
speech. The parameter CPP, which is used for cal-
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Table 4. Results of Spearman’s Rank-Order Correlation coefficient of AVQI with various acoustic parameters
of non-healthy individuals.

Phonation type NAQ QOQ H1H2 HRF PSP PS MDQ CPP

Vowel −0.11 −0.4 0.03 −0.08 0.18 0.62 0.37 −0.84

Continuous speech −0.35 −0.53 −0.16 −0.05 0.07 0.69 0.36 −0.77

Table 5. Results of Mann–Whitney U -test and Student t-test.

Parameter Mean ±SD for non-healthy
individuals

Mean ±SD for healthy
individuals

Test results

CPP 12.41 ±0.66 11.47 ±0.47 p ¡ 0.0001 U = 481

H1H2 12.97 ±7.69 5.36 ±3.82 p ¡ 0.0001 t = 6.76

HRF 19.21 ±6.88 23.37 ±8.5 p = 0.0014 U = 1214

NAQ 0.174 ±0.05 0.11 ±0.02 p ¡ 0.0001 t = 8.647

PSP 0.27 ±0.08 0.16 ±0.06 p ¡ 0.0001 t = 8.06

QOQ 0.5 ±0.08 0.38 ±0.07 p ¡ 0.0001 U = 435

MDQ 0.11 ±0.02 0.1 ±0.02 p = 0.0001 t = 4.068

PS −0.42 ±0.05 −0.31 ±0.04 p ¡ 0.0001 U = 202

culations in AVQI, had a significant negative corre-
lation with the AVQI score amounting to −0.84 for
a vowel, and −0.77 for a continuous speech. Similar
results were observed in the study on the Finnish lan-
guage, where the correlation between the CPP param-
eter and the AVQI score was equal to −0.35 (Laukka-
nen, Rantala, 2022). Table 4 shows the tests results.
The Shapiro–Wilk test was used to check whether

acoustic parameters had normal distribution or not.
An F -test was run to check if the variance was equal.
Two variants of the Student t-test were used for acous-
tic parameters with normal distribution: the Student
t-test for an equal variance or the Student-test for un-
equal variance. As the distribution for other parame-
ters was not normal, the Mann–Whitney U -test was
used in their case. Table 5 shows that all acoustic
voice parameters calculated for recordings of healthy
individuals were statistically different from their coun-
terparts calculated for individuals suffering from vocal
fold paralysis.
The Shapiro–Wilk test was used to check whether

RBH scores had a normal distribution or not. As
their distribution was not normal, the Mann–Whitney
U -test was used. Results showed that RBH scores
for healthy individuals were statistically different from
RBH scores for non-healthy individuals.

7. Classification

During the final experiment, we tried to differen-
tiate a healthy voice from a voice affected by vocal
cord paralysis using the classification based on acous-
tic voice parameters. All calculations were done in the
WEKA software.
For the experiment, we used five classifiers, which

were proven to be effective in previous studies on voice
disorders (Verde et al., 2018): Näıve Bayes, support

vector machine (SVM), decision tree, logistic model
tree, instance-based learning algorithm k -NN.
Näıve Bayes is a classifier based on Bayes’ theo-

rem and the probability theory. The features of such
a classifier are independent, so neither of them affects
the other (Friedman et al., 1997).
The SVM is a classifier defined by a hyperplane,

that separates data belonging to different classes with
the widest possible margin. This technique distin-
guishes between a healthy and pathological voice be-
cause it natively splits the data into up to two classes.
The classification accuracy can be increased by chang-
ing the parameters and a function of the kernel
(Godino-Llorente et al., 2005). This study used
the polynomial function, which is one of the two most
popular kernel functions used in the SVM (Alpay-
din, 2004).
The decision tree is a technique used for classifying

categorised data based on the training method repre-
sented by a decision tree. Decision trees are easy to
interpret and can handle both continuous and categor-
ical data. In this work, we used J48, based on the C4.5
algorithm (Quinlan, 1999), which is the most popular
tree-based classifier.
The logistic model tree is a technique that com-

bines logistic regression, a probability-based machine
learning algorithm, with a decision tree. In the WEKA
software, it is implemented by the SimpleLogistic class
(Landwehr et al., 2005).
Instance-based learning algorithms are algorithms

that use specific instances to obtain the results of
a classifier. In this study, we used the k -NN algo-
rithm (Aha et al., 1991), which bases its results on
the k -number of nearest neighbours in a new instance.
The dataset containing 75 voice recordings of non-

healthy individuals and 49 voice recordings of healthy
individuals with their acoustic parameters calculated
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Table 6. Classification results.

Classifier Parameters Accuracy [%] Sensitivity [%] Specificity [%] MAE

Näıve Bayes NAQ, QOQ, H1H2, CPP, PSP, PS 95.16 98.59 90.57 0.059

SVM NAQ, QOQ, H1H2, CPP, PSP, PS, HRF, MDQ 94.35 98.57 88.89 0.057

Decision tree NAQ, QOQ, H1H2, CPP, PSP, PS 91.94 95.77 86.79 0.09

Logistic tree NAQ, QOQ, H1H2, CPP, PSP, PS 94.35 97.22 90.38 0.12

k -NN NAQ, QOQ, H1H2, CPP, PSP, PS, HRF 98.39 100 96.08 0.024

was prepared. Then, it was imported to the software
WEKA and then underwent a classification process
with the use of 10-fold cross-validation. We have calcu-
lated every classifier’s accuracy, sensitivity, specificity,
and mean absolute error (MAE). Accuracy describes
the percentage of correctly classified data. Sensitivity
describes the effectiveness of classifying positive cases.
Specificity describes the effectiveness of the classifica-
tion of negative cases. The MAE is a measure that
determines how much on average the forecast period
deviates from the real value.
Table 6 presents that the best results were received

while using the k -NN classifier with a group of acous-
tic parameters (NAQ, QOQ, H1H2, CPP, PSP, PS,
HRF). The decision tree (NAQ, QOQ, H1H2, CPP,
PSP, PS) achieved the lowest accuracy: 91.94 %. The
biggest MAE was received using the logistic model tree
(NAQ, QOQ, H1H2, CPP, PSP, PS).

8. Discussion

Conducted experiments have shown that both the
perceptual evaluation and the acoustic evaluation have
the potential to distinguish a healthy voice from
a pathological voice affected by vocal fold paralysis.
The biggest difficulty was encountered while pro-

cessing the database of non-healthy individuals. This
database contained voice recordings from 40–50 years
ago, which were recorded on old analogue tapes. In
addition, the standard of research has changed drasti-
cally over the last decades, so a significant part of the
recordings could not be used for this study. Noise re-
duction due to unwanted background noise also turned
out to be very time-consuming and the process should
have been automated.
The perceptual assessment of experts who graded

voice recordings of non-healthy individuals using the
RBH scale was a significant problem. One expert’s sen-
sitive hearing led him to grade voice recordings dif-
ferently from the other expert. Undoubtedly, this fact
has influenced the results of some experiments.
An interesting finding was the negative correlation

of the CPP parameter, which is one of the components
needed to calculate the AVQI score. A similar correla-
tion was found in the studies on the Finnish language
(Laukkanen, Rantala, 2022).
Every used classifier, whose accuracy was con-

firmed in the previous studies (Verde et al., 2018),

achieved over 90 % accuracy, which is a very high re-
sult for data classification. Such scores are reported in
the literature to be on par with the level of human
experts (Suvvari, 2023).
A similar study was carried out in (Szklanny,

2019), which investigated the differences in the val-
ues of acoustic parameters between choral singers and
individuals with a healthy voice. The values of acous-
tic parameters were compared with a group of men
with a healthy voice. Significant differences were only
observed for parameters H1H2 and HRF.
Other studies utilise deep learning approaches

(Compton et al., 2022) and transfer learning (Tir-
ronen et al., 2023) providing a similarly high score at
the cost of reduced interpretability of results.

9. Conclusion

The study shows that acoustic and perceptual analy-
ses are valuable tools for detecting differences in voice
quality. Using several classifiers, several experiments
classified the data successfully into voice recordings
of people suffering from vocal fold paralysis and voice
recordings of healthy individuals.
Statistical tests have shown a medium-high corre-

lation of the AVQI parameter with B and H features
from the RBH perceptual scale. The acoustic param-
eter PS has shown a strong correlation with AVQI,
while the CPP parameter has shown a strong, nega-
tive correlation with AVQI.
For further research, it would be advisable to ex-

pand the database with additional recordings of pa-
tients with vocal fold paralysis as well as healthy
subjects, considering prolonged phonation of the vo-
wel / ∶ a/.

Appendix A.
Examples of recorded sentences in Polish

Ten dzielny żołnierz był z nim razem. Ola lubi bezy.
Czy Ola lubi bezy? Idziemy do domu.

Czy idziemy do domu? Dzień dobry. Do widzenia.
Warszawa miasto pokoju. Warszawa stolica Polski. Do
widzenia Pani. Do zobaczenia Panu. Dziś jest ładna
pogoda. Czy dziś jest ładna pogoda?

Przeszło sto lat minęło od pojawienia się na ulicach
Warszawy pierwszego konnego tramwaju, łączącego
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dworce na Pradze z Dworcem Wiedeńskim przy uli-
cy Marszałkowskiej. Jeszcze dwa razy Stolica przeży-
wała podobnie uroczyste momenty – w 1908 roku
i 15 września 1945 roku. Wtedy w zniszczonej stolicy
na lewym brzegu Wisły rozpoczął kursowanie pierw-
szy powojenny tramwaj. Odbudowa Stolicy i rozbu-
dowa linii tramwajowych następowały równie szybko.
Rejon otaczający Dworzec Centralny stanowi obecnie
również wielki plac budowy, chociaż prowadzi się tu
dopiero różne roboty przygotowawcze. Załogi wielu
przedsiębiorstw inżynieryjnych przekładają urządzenia
podziemne. Coraz bliżej jest termin zakończenia bu-
dowy objazdów tramwajowych w Alejach Jerozolims-
kich oraz w ulicach Marchlewskiego i Chałubińskiego.
Na usunięcie czekają jeszcze słupy oświetleniowe, sto-
jące na linii zastępczego torowiska. Długość objaz-
dowych torów wynosi ponad dwa kilometry. Będą
się one przecinały przy ulicy Chałubińskiego w miejscu
gdzie rozebrano narożny budynek.

Appendix B.
Examples of recorded sentences translated

to English

The brave soldier was with him. Ola likes meringue.
Does Ola like meringue? We are going home. Are we
going home? Good morning. Goodbye. Warsaw, the
city of peace. Warsaw, the capital of Poland. Goodbye
Mrs. Goodbye Mr. Today is nice weather. Is it nice
weather today?
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