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Active noise control is a research area, where both acoustic andktoeitited problems
influence success of applications. The aim of the paper is to addressritiel @aspects. Af-
ter introducing active noise control in general, the fundamental stateecdrthis presented.
The possible control techniques are discussed. Premises for the dfdézdforward, feed-
back and combined architectures are summarised. Single-chamheludiirchannel systems
are confronted. Benefits and drawbacks of continuous-time ancetisitme approaches are
emphasised. Fixed-parameter and adaptive control systems arenedd. General control
system requirements are formulated. Fundamental performance limgatie explained. Var-
ious control problem formulations including cost functions and constaire presented for
an exemplary structure.
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1. Introduction

In active noise control (ANC) an additional secondary sound sasieged to cancel
noise from the original primary source. In control system terminology psimaise
constitutes an output disturbance that is to be suppressed. In facij@atesgnal as
the effect of primary and secondary sounds interference at a goin in space is
controlled in the mean-square or peak sense.

In a diffuse acoustic field global active noise control in an entire encéasipracti-
cally unfeasible [1]. The solution is thus local control in a particular aresome areas
and creation of the so-called local zones of quiet. Actually, the controgéiopned
at a given point in space and the reduction propagates from this poing ifotim of
a zone. However, it is often impossible to place an observer sensor gioihisdue
to practical inconvenience or technological difficulty. Therefore tlagiosensor, called
error or residual sensor, placed as close as possible to the desinedrparea is used.
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The error sensor feeds back information about attenuation resultsh whicalso be
used to drive the secondary source (feedback control). Sometimeseanéidial to

employ a reference sensor to detect noise upstream, long beforehiesethe area of
interest (feedforward control). Both techniques can also be combinggpimort each
other. If the control algorithms are required to adapt to changes of flse nbaracter
or to variations of the plant physical properties the information from ther esgnsor
supervises an adaptation (Fig. 1).
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Fig. 1. Active noise control strategies.

In applications, the primary source is usually not a loudspeaker and ey toé
distributed. It is rather a working mechanism or engine. In turn, the skecgrsource
is a loudspeaker or vibrating plate, and the sensors are usually miceesgpipoovid-
ing a measure of the acoustic pressure at their location. If the refemiccephone
in feedforward control were able to detect the secondary sound ildvitnoduce the
so-called acoustic feedback, which might deteriorate the performaneesarlead to
instability of the entire control system [2]. If possible, it is then suggestedilbstitute
a tachometer, pyrometer or accelerometer for this microphone or employ iaeanid
tional microphone [3].

First ANC applications date back todBNDA [4], LUEG [5], and Q.sON and
MAY [6]. Coanda’s idea was a phase-inverted cancellation but his progstech-
nically incorrect and therefore his work is rarely mentioned. Lueg attedua one-
dimensional acoustic wave in a duct using feedforward from an upstneéarophone.
Olson and May applied feedback from a downstream microphone to attteanmient
noise around the headrest in a seat. Although the above publicatiorsuatky weferred
to as the first reported works on ANC, it should be noticed that their asitiook ad-
vantage of the theory of Kirchhoff diffraction developed byd&Nowicz [7], a Polish
scientist. He described the effect of interference of light waves falling screen edge,
what resulted in mutual compensation at some areas [8].

In Poland, ANC was first studied byzZBRNECKI [9], who determined conditions
for phase compensation of sound, and it was further promoted by Ewmbel;niti-
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ated setting up dedicated laboratories in the AGH University of Science eatthdl-
ogy, Krakéw, and in the Central Institute for Labour Protection, Warsoon after-
wards ANC laboratories were set up in the Silesian University of Teclygp®liwice.
Hitherto thousands of scientific and technical papers including bookdahwere pub-
lished in the world, and hundreds of them in Poland. The first review{iydications
authored by Polish scientists are [10-17].

2. Control system approaches

In ANC a feedforward architecture is of considerable interest. Thengctmtrol
system is inherently stable if the control filter is stable. There are, howeprimary
practical limitations. The reference signal highly correlated with the outisturtbance
should be available and it should not be influenced by the control sigiatién of the
first assumption decreases the performance while not satisfying thedsassumption
introduces a feedback loop that can become unstable during the adaptéagoANC
systems are often subject to noises upcoming from different directiaheréginating
from various sources. On the other hand, they are designed to hameesafjusage
or to be used in mobile applications. Therefore, it is often assumed thatférenee
signal coherent with such a noise is unavailable and the best-develepéftbrivard
control as originally suggested by Lueg cannot be employed. Thus ga@fdIson and
May is then undertaken. Sometimes it is also beneficial to employ a combinetligtruc
where feedback and feedforward supplement each other [18fe€déorward part may
provide good performance if the plant is close to nominal conditions whemgoitke! is
of sufficient accuracy, and the feedback part may compensate fanptalelling errors
and nonlinear effects.

The analysis of generated zones of quiet leads to conclusion that férdquencies
they are large enough to reach human ears. For higher frequencidsatad virtual mi-
crophones, which enables to shift the zones, has been formulatee @€d9-22]). It
relies on attenuating the acoustic noise at desired locations without perfpmaa-
surements at these locations.

In case of fixed controllers, mainly based on the robust theory, indiep¢systems
can often control individual channels of a plant [19, 20]. Howexmulti-channel im-
plementation can provide higher noise reduction and maintain stability of thalbver
control system [23]. In adaptive systems, due to acoustic coupling betthe chan-
nels, a multi-channel approach to control is recommended for the salkewadrgence
and attenuation [24]. Uncompensated paths usually varying in time creat®aald
feedback loops [25]. In a nonlinear system, which in fact any adapyigeem is, the
feedbacks can generate a chaotic behaviour in a long-time horizorgjaé}.behaviour
is particularly evident when the adaptive system is tuned to convergeviaat,is very
important for practical success of many ANC applications (see also. [27])

First-generation applications were based on analogue designs. Advianaicro-
electronics, high-speed signal processors and filtering techniqueg tlue 1980's pre-
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cipitated a flurry of activity in digital control systems. Digital control givetnitgxibil-
ity because the controllers can be of very high order and respond iy amghisticated
manner, what is particularly useful for multimodal plants. However, eve@madays
analogue approach to control gives remarkable benefits if the playt stedald be re-
duced, because it does not require anti-aliasing and reconstructios dilt@arge group
delays.

3. Control system requirements

A successful active noise control system should guarantee:

1. High attenuation This is directly translated into acoustic comfort perceived by

the user and is considered as the primary goal for most active noiseIlcapir
plications.

2. Wide attenuation bandThis makes the device more universal for a variety of
working environments but complicates control algorithms. Apparently, seme f
tures of the plant limit the band.

3. Internal stability. The control system should be internally stable to limit values

of any signals.

4. Numerical stability Calculations must not accumulate excessive numerical er-
rors, even in a very long operation time, because they could make the system

unstable.

5. Convergence in case of adaptive systemsrder to get a stable control system,
parameter estimates cannot diverge. It can be proven that in casedbfafek
adaptive systems the problems of stability of the structural loop and canagg
of the adaptive algorithm are coupled. Moreover, convergencehratgdsbe high
to avoid any annoying transient effects. This is particularly difficult if thenp
response has large resonance peaks and deep valleys.

6. High robustness to changes of disturbance and plant properties agsveittur-

bances like impulse nois®lost practical applications are subject to such effects.

The control system should remain stable and yield acceptable performance
These constitute criteria that must be taken into account while designing aotse
control systems and usually a reasonable trade-off between them nuistden. Gen-
erally, it is desired that the control system responds as presented il2Fags 3, i.e.
it reacts very fast to all the changes and keeps stable as well as tpesraatisfactory
attenuation with low overshoots allowed.

4. Fundamental control system limitations

Noise reduction as a function of frequency can be expressed as [16]

wTS )

J(w) = —10log;, <Syy(e

s<>) = —20logyo ([V(e*™)]) [dB}, (1)
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where|V (jw)| < 1is the sensitivity function, which maps the disturbance to the control
system output, and4(e~7s) andS,, (e“Ts) are power spectral densities (PSD) of the
disturbance and the output, respectively. It means|ihétw)| < 1 should be less than
one for frequencies where reduction is required, and the smaller thelisdde larger
the reduction. However, there are many control system performance limgaome

of them are highlighted below.
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Fig. 2. Control system response to changes of plant parameters.
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Fig. 3. Control system response to changes of the noise to be reduced.

1. Performance of any feedback control system is limited by the waterbedt eff
It can be proven that if the open-loop system is a stable rational stricthepfanction
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(in continuous time) with relative degree at least two, then provided thed:losg
system is stable, the following integral is fulfilled [16, 28]:

oo

/J(w) dw = 0. (2)
0

This means that noise reduction for some frequencies implies its amplification for
other frequencies. Moreover, according to the maximum modulus princggejring
high reduction over a range of frequencies necessarily leads to askngdivity peak
outside that range. Thus, if the disturbance has spectral compon#rdsafrequencies,
they will be meaningfully amplified. An important difference between the intdgra
the continuous-time and discrete-time cases is that the latter involves restrmiiems
a finite interval.

2. Active noise control plants are non-minimum phase, including delay. Thigsnak
complete wideband noise reduction impossible, because for that purgosentnoller
transfer function should be the inverse of a plant model over thoseidreies. If
disturbance reduction is required throughout a frequency intervalyficch the non-
minimum phase zero contributes significant phase lag then the disturbaneaily g
amplified at some higher frequencies.

3. The plants usually exhibit strong nonlinear effects at low frequencigsignonly
approximated there by linear models. Such effects significantly reducetfoEmpance
over that range. Moreover, nonlinear elements with saturation chastickeare present
both at the input and output of the plants, because the D/A converter (A/Erters)
cannot deliver (accept) voltages outside some bound. Other, not meshti@ne, non-
linear phenomena can also be present in active control [29].

4. For discrete-time systems inter-sample effects associated with continuous-time
signal sampling and reconstruction are present. To avoid them highlovdpass ana-
logue filters of large group delays are usually used, what degradeetftemance or
even make feedforward control unjustified. The filters may be avoideghplying non-
uniform signal sampling and over-sampling techniques [30]. Howeueh approach
is a source of other problems.

5. Frequency response of many acousto-electric plants exhibits large aedkieep
valleys. Parametric modelling is then very complicated and usually involves @ larg
number of parameters, incomparable to classical plants met in control syssegm.

6. Frequently, noise reduction is required at an area different than thateva sen-
sor monitoring control results is present. Moreover, both the plant nsgpand proper-
ties of the disturbance may significantly vary in time. In such cases modelffiofest
accuracy are necessary and they should also be efficiently updatad dperation of
a number of control algorithms.

7. Limited speed of the signal processor employed may require simplification of
control algorithms and thus reduce the performance.
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5. Control problem formulations

In this section different approaches to optimal control are presenkedcdnsidera-
tions are carried out in a reference to Internal Model Control (IM@jcsure (see Fig. 4).
It is in fact a feedback structure with output disturbance being estimatseddban
a plant model. However, such approach allows for using well develtgetforward
techniques for design and analysis. Moreover, feedforward steusfith acoustic feed-
back may be considered as the IMC structure as well. The analysis cdrealeaverted
to any control system structure. In the figuPeepresents the real plart, is its model,
andW is the control filter. The most frequently used cost function for activeenocon-
trol is expressed using thié; norm (|.||,) as follows [31]:

9 27
_ L / Sy (e75)d(WTs),  (3)

L= B0} = |[Vie ) sales)| =5
0

where E' stands for the expectation operatoris the angular frequency, afd; is the
sampling interval. Minimisation of such cost function corresponds to minimisafion o
the sound pressure level at the real microphone.

u(i)
> W » p
. 1P
x(i) = d(i)

Fig. 4. Internal Model Control system structure.

The controller can be designed in the time domain, frequency domain, astbimran
domain [25]. Detailed analysis of the optimal control system designed asdide
plant model leads to a conclusion that variations in the plant or disturbagrade the
performance, in general. However, there are also some circumstarimeas, modelling
errors may enhance the performance what corresponds to shiftingrikeeof quiet to
a location different than the assumed one [22].

In case of plant parameter variations and modelling errors the plantnsspan be
expressed in the form of multiplicative plant uncertainty [25]:

P(e7#Ts) = P(e 1) [1 +0P(e7T)] ;v GP(eT8) > [aP(e7T9)], (4)

whered P(e“T5) is the upper bound of the uncertainty. Such description is rather con-
servative since it assumes that for any angular frequerngcyesponses of all plants fall
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within a disc with centre aP, (e 7“07s) and radiusP(e~?s) | P, (e “Ts)|. Then, the
necessary and sufficient condition for robust stability|ig (, stands for théZ,, norm)

Hﬁ(e_j“’TS JOP (e Ts YW (e Ts)

< 1. (5)

Based on the above considerations the following optimisation problems camn-be f
mulated for IMC [22, 25, 31-33]:

1. H5 control problem with robust stability constraint:

2
min
w

(1 PleT)W (e79T%) ) [ Sua(eT5) (6)

2
The robust stability constraint is given by (5).
2. H., control problem with robust stability constraint:

min
w

(1+ PleaT )W (e79T%) ) y/Sua(eT)

()

[e.9]
The robust stability constraint is given by (5).
3. H., control problem with robust performance:

(14 P W () [ fSutets)

| Pl Tsyw (e

min
w

IP(e"5) (8)

[e.9]

The robust stability constraint is given by (5).
4. Modified H5 control problem:

mmi/n { H (1 + ﬁ(eij“’TS)W(efjWTSD Saa(evTs) :

2

+ 8| Pl Ts )W (e=3T5)5P(eT5)

2
} . 9)
2

2
+5HW(e—J‘wTS)H§}. (10)
2

5. H, control problem with filter parameters weighting:

ap {0 P )

6. H, control problem with control signal weighting:

2

+ ﬁ HW(e_jWTS) de(€WTS)

2
} . (1)
2
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The above definitions can be supplemented by a constraint protectingtagam
forcing sound of more than defined by the functibn' (e~7s):

(1= PleTs)w (em9T5) ) g(eTs)

‘w<1. (12)

Another constraint, particularly useful in case of 1-3 definitions is to limit tvequ
supplied to the loudspeaker less theiT:
< 1. (13)

‘ 2

Cost functions defined by 4-6 implicitly take into account constraints related to
control system stability and power of the control signal. In a more genasal the term

S;dl/z(e“TS) may denote the upper bound of the sensitivity function. Then, requiring
the Hy or H,, norm in the cost functions to be less than one allows for reducing both
narrowband and wideband acoustic noise. However, such getetieient may limit
noise reduction compared to the case where noise PSD is explicitly taken catonac

A much less conservative approach, allowing to obtain a better perfom@acreduce

the controller order is to formulate the problem as follows [1]:

7.Nonlinear problem:

2
W(e_jWTS) Mde<€"JTS)

Wmax
mwi/n / 201log; ‘1 + P(e 74T YW (e 79T5)| d(wTs). (14)
Wmin

A constrained related to the gain margimo€B is given as:

201og; )ﬁ(e*j””TS)W(e*jw“TS) < =X, p(wr) = —7 + 2km. (15)

The constraint (12) protecting against excessive noise reinforddmasra special
meaning due to minimisation of an integral of the reduction curve over reqfrieed
quency band for the nominal plant. The drawback of this approach iagstron-
linearity and possibility to find a local solution.

Most of the optimisation problems can be solved by discretising frequespgmnses
and using relevant methods, e.g. Sequential Quadratic Programming. (8@MHpent
control algorithms based on neural networks, evolutionary appreachfuzzy sets can
also be used for active control [34, 35].

6. Conclusions

It the paper control-related problems met when designing and implementing acti
noise control systems have been reviewed. The benefits of usingfeedd control
have been mentioned. However, it has also been stressed that feedbawore general
approach. Their combination into one system allows taking advantage obbtitam
and is advised if the system set up hardware efficiency permits. It lesmsrmticed that



518 M. PAWELCZYK

although active control systems are usually performed in discrete-timeptiiawous-
time approach gives remarkable benefits if the plant delay should beecdvictual-
microphone control systems capable to shift the zones of quiet to desiatblts have
been addressed. They are useful if it is impossible to place a physisairss the areas
where noise reduction is required and the zones of quiet are too sma#idbo tleose
areas. Multi-channel control has been appreciated in order to extermbiies of quiet
and avoid uncompensated loops, which could make the system unstablapbived
algorithms divergent. Drawbacks of such systems, like complexity and ligiwiare
requirements have been pointed out. Control system requirements and linsitadizcs
been clearly analysed. Optimisation problems for fixed-parameter coystehs design
have been formulated by defining different cost functions and cantgrasing both
H, and H,, theory. They generally aim at providing satisfactory noise reduction and
guaranteeing stability of the overall system. Plant parameter changeshdista non-
stationarity, out-of-band behaviour and power supplied are also @residProperties
and advantages of adaptive control systems have been discussedemadced to fix-
parameter systems. Adaptive systems allow responding to the plant parahaeiges
and disturbance non-stationarities, although they may suffer from algoditrergence
and unpleasant sound effects. They need particular care if appliedltiechrannel or
feedback systems, where problems related to stability of the structurdaeledbop
and convergence of the adaptive algorithms overlap each other.

Activity of Polish scientists have been stressed in the paper. They hatrgbcoed
to active noise control from its early stage [7—17], to current findimgeir recent books
are: [22, 30, 36-38].
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