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This article concerns with a new model of the sound envelapegssing in the audi-
tory system. The so-called non-negative-impulse-resp@iblIR) modulation filters concept
argues that if any form of the acoustic signal envelope filtetook place in the auditory path-
way, this process should not be described in terms of a baas fjitration. This modification
of the traditional model of the auditory system temporabheson, based on the modulation
filterbank (MFB) activity, results from the cardinal propepf the sound envelope and its
neural representation, i.e. neural discharges perioddrsin, which are unavoidably unipo-
lar signals of non-negative values. It has been assumed thgiothetical modulation filters
existed, they should be characterised by a non-negatipeiga-response and, consequently,
the frequency characteristics of such filters might not abtWee band-pass properties. The

results of the model investigations are compared with s&figesychophysical and physiolog-
ical data.

Key words: amplitude modulation, the Hilbert transform, modulatidtefbank, impulse re-
sponse, variance.

1. Introduction

The structure of most environmental sounds is charactebgeontinuous changes
of their physical parameters. The temporal fluctuation agaal envelope and its spe-
cific spectral structure are common features of the enviesrat signals and is a crucial
factor enabling to distinguish between various natural@mtatural sounds. The audi-
tory analysis of the sound envelope is thought to play an aporole in speech recog-
nition [1], speech perception [2] and music perception [Bjder noisy conditions, the
coherent amplitude modulation of the masker across diftdrequency bands enhances
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the audibility of the masked sound [4]. Thus, experimenteceoned with perception of
amplitude and frequency (or both) modulated signals areitapt trends in the psy-
chology of hearing.

There are, generally, two fundamental models of modulaiiocessing in the audi-
tory system. Both of them assume an initial transformatiolbandpass filters reflecting
the frequency selectivity of the basilar membrane (thetaugfilters), a nonlinear unit
(compression or half-wave rectification), the second filggistage and the so-called
decision unit. The main difference between the conceplasad to the nature of pro-
cessing that takes place at the mentioned second filteneg keccording to MEMEIS-
TER [5], the signal occurring at the output of the auditory filtee. the sound enve-
lope in a given auditory channel, is nonlinearly transfadraed then low-pass filtered.
The frequency characteristic of the low-pass filter is assiino be reflected by the
Temporal Modulation Transfer Function (TMTF), which ispgeally, low-pass shaped.
An alternative approach to the sound envelope processitigedtigher stages of the
auditory system, the so-called modulation filterbank (MEBhcept, presupposes the
existence of a set of linear, overlapping, bandpass filtered to different modulation
rates [6—12]. It is assumed that the MFB analyses the terhgtovature of the sound by
means of spectral decomposition of the signal envelopecHeghysical data support-
ing the MFB concept come mainly from experiments concerngld masking in the
modulation rate domain. In most of these experiments [814Btuning, similar to that
in the audible frequency domain was observed. It ought tddted that the hypotheti-
cal modulation filters are assumed to have a much lower guabtor ( about 1 [10])
than the auditory filters(¢ about 7-8 [15]). Although, the MFB concept, being actu-
ally an implementation of the auditory filters idea into thedulation rate domain, has
attracted a considerable attention over the last yearsll itesnains somehow contro-
versial.

The above mentioned concepts of the amplitude fluctuatioogssing postulate
different processes applied to the sound envelope aneftrer can be regarded as op-
posite models of temporal resolution of the auditory syst€he main purpose of the
present paper is to introduce and evaluate a new model ofghal €nvelope process-
ing, which is aimed to interpret experimental results sstjgg various mechanisms
underlying the envelope analysis. Furthermore, the newemaodlled the non-negative-
impulse-response (NNIR) modulation filters concept, pfesia much more accurate
description of physiology of the envelope processing thamprevious models.

2. General approach to modelling auditory envelope processy

The envelope of a signal(t), i.e. the function describing its amplitude fluctuation,
is defined as an absolute value of the so-called analytiakign):

()] = V2*(t) + 22(2), 1)
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wherez(t) is the Hilbert transform of the original signa(¢):

) = Hia(] = £ [ 209 @

The signal|z(t)| is usually called the Hilbert envelope oft). Equation (2) describes
a convolution of the original signal and the functibfrt. If X (w) is the Fourier trans-
form of z(¢), then Eq. (2) can be written as a simple multiplication in fifreguency
domain: R

X(w) = —jsgnw) X (w), ®)
whereX (w) is the Fourier transform af(t). As results from Eq. (3), in the time domain,
the result of the Hilbert transform is the original signaftgu in phase byr/2.

Results of many physiological experiments revealed thatliuae modulation (as
well as frequency modulation [15]) of a stimulus is transfed into the fluctuation of
action potentials generation rate observed in the auditerye and at the higher stages
of the auditory system [16]. In other words, the amplitudedaiation is (non-linearly)
transformed to the modulation of temporal intervals betweensecutive neural dis-
charges.

An amount of neural spikes registered, for example, in trditary nerve fibres in
adjacent time intervals gives the so-called period histogwhich reflects directly the
envelope of a signal, Fig. 1. It should be emphasised thdt thet functions, i.e. the
Hilbert envelope and period histogram, are always nonth&gsignals because neither
an amount of action potential in a given analysis interval the envelope described
by means of Eq. (1) can be negative. The traditional modgltitodulation auditory
processing is concerned, however, with determination@stgnal envelope and appli-
cation of the nonlinear transformation of the signal at thgpots of the auditory filters
[17, 18]. It should be stressed that at this level frequemayracteristics of the auditory
filters are taken into account in the simulations only. Du¢ht® fact that a phase re-
sponse of the filter influences an amount of amplitude flunatat its output [19], it
is highly probable that all components of the filter transterction will be employed in
computations in the future.

The obtained signal is filtered in a suitable filter [5] or ined of filters [8, 10, 20,
21]M . Instead of the envelope, a DC-coupled envelope is presegpo be filtered. In
the model proposed by AV et al. [22], a linear combination of the DC-coupled enve-
lope and avenelopg(i.e. the envelope of the DC coupled envelope) is assumdi to
processed at the higher stages of the auditory pathwayhbr @tords, thevenelopé
model assumes that in modulation processing the audit@teisycombines informa-
tion coming from amplitude fluctuation of the acoustic sigaad amplitude changes

@ 1t should be stressed that “combined” models were also sgdeFor example Au [20] and
DAu et al. [23, 24] proposed a model containing a low-pass filter tbibded by a set of modulation
filters. Another model, introduced byHC et al. [25], contains five modulation filter banks of various filter
bandwidth.
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in the sound envelope. Nevertheless, very little physickdgevidence supporting this
approach to the modelling modulation perception has beemdfgo far.

Consider now, Fig. 1. The upper part shows a 1000-Hz cosidalscarrier mod-
ulated by a5-Hz cosinusoidal modulator with modulation depth of 80%e Thiddle
and bottom parts of Fig. 1 depict a comparison between theeafpentioned represen-
tations of the signal amplitude fluctuation: the envelope,DC-coupled envelope and
the “venelop&
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Fig. 1. The upper part presents an exemplary AM sigfiak 1 kHz, f,,, = 5Hz,m = 80%). The middle

and the bottom parts show a comparison of the signal envelogp@eural discharges period histogram that

could be observed in the auditory nerve (the middle parg,DC-coupled envelope and the venelope

(the bottom part). The envelope and the period histograrhigtdy correlated (a 6 ms-time shift between
the auditory filter input and output signal is not shown).

It is clear that the period histogram of action potentiald #me Hilbert envelope
are highly correlated, even if the period histogram is dtetb by spontaneous neural
discharges. Though the DC-coupled Hilbert envelope refliaet original signal ampli-
tude fluctuation, it appears to be an inadequate represemtdtamplitude modulation.
In the simplest case it predicts negative rates of actioariat generation. The vene-
lope seems to be the most abstractive sound envelope refatse since it does not
correlate with the original sound envelope. It is also irsistent with physiological in-
vestigations. Therefore, the above analysis suggestthhatilbert envelope and period
histogram should be used in the modelling. Otherwise aneageat with physiologi-
cal results will not be maintained. Henceforth, a nonlihettansformed (compressed)
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Hilbert envelope of the signal occurring at the output ofvaegiauditory filter will be
used in computations.

3. The non-negative-impulse-response modulation filtersoncept

As mentioned earlier, the histogram of the action potemtiate observed in the
auditory nerve and at the higher stages of the auditory mathreflects the fluctuation
of the signal instantaneous power, i.e. its amplitude metch.

The cochlea performs three basic transformations withewsje acoustic stimuli:
band-pass filtering that originates from the multi-chanpreicessing in the auditory
system, compression enhancing sensitivity to low-leveings and transformation of
the basilar membrane oscillations into fluctuation of thieagotential generation rate.
Since the result of such a transformation correlates wighatialytic signal modulus,
the organ of Corti can be treated as an element extragtiftg) (see the middle part
of Fig. 1). The new model proposed in this paper is aimed toigeoa high-precision
description of neural transformation of the sound enveldpge starting point of the
analysis is a comparison of the signals occurring at theutsitpf elements associated
with the above-mentioned models of the auditory system teadpesolution. The upper
part of Fig. 2 presents the frequency characteristic of amgiary traditional band-pass
modulation filter and its impulse response. The impulseaesg is a bipolar function
and non-negative values of neural discharges generatienasawell as negative values
of |z(t)|, are predicted.

The broadband low-pass filter (reflecting modulation prsicesproperties of the
auditory nerve, AN, [26]) can be described by a non-negatiygulse-response (the
middle parts of Fig. 2). However, low-pass filter of a lowet-off frequency (the bottom
parts), i.e. of higher order, produces a bipolar impuls@aase. This remark, being
concerned with unipolarity and bipolarity of the impulsepense of the broadband and
narrowband low-pass filters will be referred to in Sec. 3.2.

The above analysis suggests that the hitherto existingoappes to the auditory
envelope processing, i.e. the traditionalEMEISTER'S model [5] and the MFB con-
cept, are partially invalid since they do not fully correlatith physiological nor psy-
chophysical data. Though the broadband low-pass modnléliering [5] (that can be
described by a non-negative-impulse-response) might &lesee in the auditory sys-
tem, it does not reflect the bandpass auditory selectivithérmodulation rate domain.
On the other hand, the auditory temporal resolution modeatiatning bandpass modula-
tion filters unavoidably produces bipolar impulse respesrasel, consequently, predicts
at some points of time negative rates of neural dischargescé] if any form of the
sound envelope filtering took place in the real auditory wat)) the filters should pro-
duce non-negative impulse responses. Such hypothetieakfivill be referred to as
non-negative-impulse-response (or NNIR) modulationrfltés it will be shown, the
above statement will cause some crucial changes of the asisms of the traditional
MFB model.



34 D. KUTZNER

40 20
35 =
5 g
5 ¥ ®
2 E 0
g 25 5 o UU
©
20
0 50 100 150 0 10 20 30 40
frequency [Hz] analysis interval
— 40
3 30
o 30 T
2 220
© 20 ©
g E
S 10 £ 10
ﬁ »
0 oll= A
0 50 100 150 0 10 20 30 40
100 frequency [Hz] analysis interval
3 30
< =
9 o 20
*g 50 &
3
5 NI,
[0}
©
0 0 —COO LJ'_"_| Dpooo=
0 50 100 150 0 10 20 30 40
frequency [Hz] analysis interval

Fig. 2. The frequency characteristics of a traditional bpads modulation filter (the left upper part), a

broadband low-pass filter (the left middle part) and a nafband low-pass filter (the left bottom part).

The right parts present impulse responses of the filtergentisely. Only the broadband low-pass filtering

might be realised with respect to non-negative period gistms since such filter does not predict negative
neural discharges generation rates (the right middle.part)

3.1. The frequency characteristic of the NNIR modulatidarsl

A detailed analysis of the NNIR modulation filters model ipidéed in Fig. 3. The
left upper part of Fig. 3 presents the sound envelope and @aiion of the action po-
tentials period histogram registered in the AN fibres. Iis tase, a white noise with a
constant power spectrum density (left bottom part of Figw8% used as a modulator.
The input signal was previously processed by a band-passsriifiecting the activity of
the auditory filter tuned to the signal carrier frequencyOd®z) and passed through
a non-linear transformation block simulating the nondinproperties of the cochlea.
To make the picture more readable, the sound envelope peelsarthe left and middle
parts of Fig. 3 (dashed lines) was shifted along Yhaxis by 1 unit (the right bottom
part) and by 5 units (the middle bottom part) with respechdimulated action poten-
tial histograms (bars).

The signal representation satisfying the assumptionseofitiR modulation filters
concept ought to be a function of non-negative values, wtiserthe model would not
correlate with the neural representation of the sound epeelThe middle upper part
of Fig. 3 depicts the response of the hypothetical moduidfiiter (centre frequency
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Fig. 3. Analysis of neural envelope processing that migletioin the auditory system: input period his-
togram correlated witliz(¢) I (the bars the dotted line, respectively; the left upper)@art its long time
average amplitude spectrum (the left bottom part), outuiog histogram correlated with the filtered
1z(t)I (the bars the dotted line, respectively; the middle uppet) @ad its long time average ampli-
tude spectrum (the right bottom part), the impulse respofisiee filter processing non-negative signals,
i.e. output histogram deconvovled from the input histog(#me right upper part). The right bottom part
demonstrates the shape of the NNIR modulation filter tunetieédrequency of 35 Hzpr. hist-period
histogram ampl. spec-—amplitude spectruin

of 35 Hz) being stimulated by an input period histogram pmessein the left upper part
of Fig. 3, while the right upper part depicts the filter ingulesponse, i.e. the output
period histogram deconvolved from the input period hishogr Taking into consider-
ations the initial parameters of the filter (a band-passueegy characteristics, centre
frequency of 35 Hz), a special iterative procedure was eyaplovith respect to the
output signaly(t) in order to obtain an impulse response of non-negative salliee
DC-component ofy(t) had been optimised until the traditional band-pass moidulat
filter became the NNIR modulation filter. The right bottomtpafrFig. 3 shows an av-
erage amplitude spectrum of the modulator after passiragir the discussed NNIR
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modulation filter. As the period histogram, reflecting a nlathr of a constant power
spectrum density was applied to the filter, the amplitudetspm presented in the bot-
tom right part of Fig. 3 demonstrates the frequency chariatite of the hypothetical
NNIR modulation filter. Since the estimated frequency cbinastic is no longer band-
pass, the computation results lead inevitably to the faligveonclusion: if an envelope
spectral structure is analysed in some way at the higheestafgthe auditory system,
this process could not be described in terms of the bandfpiaton only. The fre-
guency characteristic of the NNIR modulation filter is cltéesised by two distinct
local maxima. The first one corresponds to the frequency of @l reflects a strong
DC-component noticeable in the NNIR filter impulse respoii$e second band is re-
lated to the characteristic frequency of the NNIR filter aaltsfat the geometric centre
of the band-pass part of the characteristic. Henceforéhtremsfer function range with
maximum falling at frequency of 0 Hz will be called the DC-lbamhile the frequency
region corresponding to its characteristic frequency (@H)be referred to the CF-
band.

3.2. Variance-excitation pattern of NNIR modulation féter

The new model of the auditory temporal resolution requires\a approach to the
description of the NNIR modulation filterbank activity. lig 4 shows frequency char-
acteristics of selected NNIR modulation filters and the RbSed excitation pattel®
in response to the AM signal ¢f,,q = 8 Hz, m = 100%. Frequency of the carrier was
f. = 1000 Hz.

It is obvious that the conventional RMS-based excitaticitgpa in the case of NNIR
modulation filters is an inadequate way of the neural agti@scription because it rep-
resents the filters’ (or modulation filters’ [21]) responsagnitude as a function of
characteristic frequency of the filters [15]. It is relatecah ambiguous excitation of the
low-pass band of the NNIR modulation filters as all the lovegphands fall at the same
frequency of 0 Hz. Furthermore, if the auditory system deieed a signal magnitude
at the outputs of the NNIR modulation filters, the envelopectial structure analysis
could not be performed unequivocally since a sinusoidalutaddr of frequencyfi,oq IS
unavoidably transmitted by the low-pass bands of the NNIBr§ltuned to modulation
rates that are higher thafy,.q. The excitation pattern for a narrow-band modulation
signal, excluding the DC-component, is not a band-pasdifumahus this activity rep-
resentation appears to be inadequate.

Presumably, in order to perform a band-pass spectral gmwedoalysis, which is
suggested by a large majority of experimental data conegrtiie modulation mask-
ing effect [8, 11, 12, 21], the auditory system ‘neglect® thodulator energy passing

@ Excitation pattern describes both peripheral auditorgessing and hypothetical envelope process-
ing (modulation excitation pattern). It is defined as powexpfessed in terms of RMS and converted to
dB scale) of the signals occurring at the outputs of the angifmodulation) filters as a function of the
characteristic frequency (CF) of the filters.
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Fig. 4. The frequency characteristics of selected NNIR ntatthn filters tuned to modulation frequencies

of 8, 16, 24 and 32 Hz. The vertical sold lines, falling at thegfiencies of 0 and 8 Hz, indicate the

sound envelope spectral structure; the crosses depict\t& Iiased excitation pattern of the filtefse().
char.-frequency characteristigs

through the DC-band of the NNIR modulation filters. It seehest only a variability
of the sound envelope (corresponding to modulation spectou f,,,,q > 0 Hz) plays

a primary role in the amplitude envelope processing. Heaeptimal-interval vari-
ance meter has been proposed as a unit following every NNI&utation filter. Every
NNIR modulation filter is assumed to be followed by a sepavateance meter, which
measures the variance of a signal appearing at the outpbedlter. The time inter-
val in which the variances? is measured is presupposed to be a function of the CF
(characteristic frequency) of the analysed NNIR filter anckéases as the CF of the
filters increases. For a given time interval of analysis gimeelope spectral components
of frequencies falling below some frequency, determinedHsy mentioned analysis
interval, are characterised by periods of duration shdhat the interval. Thus, low-
frequency fluctuations of a modulator are reduced in theamag-excitation pattern.
Figure 5 presents the output of an exemplary optimal-vaganeter for the analysis
interval equal to 60 ms.



38 D. KUTZNER

As it can be seen, although all the spectral components ahthé signal are of
the same variance, the result reflects some weighting in thdukation rate domain
(especially for the DC-component and low-modulation fregies).
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Fig. 5. The optimal-time-interval variance measurementte analysis interval of 60 ms.

It ought to be stated that Fig. 5 does not depict the frequeheyacteristic of the
optimal-variance meter since it is not a high-pass filteghibuld not be treated as a
transmitting device at all. The optimal-variance meteesedements describing a neural
activity in respective modulation channels, rather. Theyeathat low-frequency modu-
lation energy is not taken into consideration in the calioies, i.e. is neglected, rises
as the analysis interval increases. As seen from Fig. 5,dtieal-variance meter intro-
duces a sort of weighting function in the modulation rate diomso the final excitation
pattern of the NNIR modulation filters is a band-pass fumGt{&ig. 6). Therefore, such
an excitation pattern is called the variance-excitatiotepa.

To conclude, the neural spikes period histogram, reflealinectly the sound en-
velope in a given auditory channel, as well as this periotogiem determined af-
ter the envelope filtration in the hypothetical NNIR modidatfilter are non-negative
functions. The DC-component is, consequently, noticeablthe amplitude spectra
of the signals (Fig. 4, solid lines). Nevertheless, due t® desumed activity of the
optimal-interval variance meters, the band-pass (vaelpexcitation pattern is obtained
as shown in Fig. 7. As mentioned in Sec. 3, the low-pass filtétsgher orders, i.e.
of narrower bandwidths, generate bipolar impulse responsecordingly, the band-
pass selectivity for the lower modulation rates is not rdpoed by a composition of a
low-pass filter (the bottom parts of Fig. 2) and the optinmiéiival variance meter. The
NNIR modulation filters, revealing combined frequency euteristics, appear to be an
adequate way of modelling the sound envelope auditory arsaly
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4. The NNIR modulation filters concept in the light of experimental data

4.1. Psychophysical correlations
4.1.1. Masking in the modulation rate domain

The new auditory modulation processing model containinguakiof NNIR mod-
ulation filters followed by the optimal variance meters dihg reflects the results of
psychophysical experiments concerned with modulatiorkingsin a traditional mod-
ulation detection/discrimination interference paradigviDl, [12, 14, 27], the signal
being detected (the probe signal), i.e. the amplitude nadidui of one carrier, is masked
by the so-called masker modulator, i.e. the amplitude nadgul applied to the same
carrier [14] or to the second carrier [27]. The probe thrédhare determined for var-
ious spectral separations between the masker and the pvbbegas the frequency of
the latter is kept constant. Itis assumed that in the detetdisk the subject analyses the
output of a single modulation filter tuned to the frequencthefprobe signal. The shape
of the MDI curve, therefore, describes changes of S/N ratibeaoutput of the filter and
may be regarded as an approximation of the frequency clegistat of the filter tuned
to the frequency of the probe. Figure 6 presents a compaoistire NNIR modulation
filters model predictions and typical MDI curves. The mod&dictions are expressed
as10log o2, whereo? is the optimal-interval variation of a neural spikes periog-
togram of the neural signal appearing at the output of theRNibdulation filter as a
function a modulator rate. The entire AM signal was procgdsethe band-pass filter
tuned to the carrier frequency (the auditory filter) and them-linearly transformed.
It can be seen from Fig. 6 that the model predictions and thehophysical data are
coherent.

In the modulation masking paradigm, the probe detectionstsided by the mask-
ing modulator, but the frequency of the masker remains eon$21, 28, 29]. Like in
the audible frequency domain, the modulation masking petesveal band-pass char-
acteristics and may be treated, therefore, as reflectingceitaton pattern of some
post-cochlear filters. It should be stressed that although sasking patterns are nar-
rowly tuned in the modulation rate domain, they reveal in aegal case broadband
tuning in the audible frequency domain [15]. It means thairmmease in a spectral
separation between the probe signal carrier and the miatulatasker carrier does not
affect the shape of the patterns. The band-pass modulasiking patterns were ob-
tained for binaural presentation of the probe and the mgd&®¢rwhich also confirms
a post-cochlear nature of the sound envelope processing.

Figure 7 shows a comparison of various masking patternseémtbdulation rate
domain and the variance-excitation pattern produced byhyipethetical NNIR mod-
ulation filter bank. It should be noticed that though the NNmRdulation filters have
a compound frequency characteristic (the low-pass bandrengass-band) due to the
activity of the optimal-interval variance meters, the figatiance-excitation pattern is
approximately a band-pass function. Like in the comparigdvDI results, the neural
response of the new model correlates very well with the psylisical data.
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Fig. 6. Comparison of the model response and shape of MDEeswtained by MoREet al. [27],
YosTet al [14] and Dau and VERHEY [40].

The main difference between the traditional modulatioerfditand the NNIR mod-
ulation filters is related to the shape of the frequency datarsstics. It is due to the
DC-component of the envelope of non-negative representathat must be noticeable
in the frequency characteristic of the NNIR modulation fdtelt is assumed that to
reproduce the band-pass selectivity in the modulation dateain, the auditory sys-
tem disregards the modulator frequency components patsimggh the low-pass band
of a given NNIR modulation filter. It should be emphasised hasome situations
this mechanism appears to fail partially. The activity of tbw-pass band may have
been well observed by &£0N and GRANTHAM [28], who showed two local maxima
in the modulation masking pattern (Fig. 7). The low-passdbaight have been also
noticeable in MDI curves obtained by dDRE et al. [27], although there was a sig-
nificant dispersion in the data collected across the subjéicshould be stressed that
the carriers used in the investigations mentioned wereeimeral, complex signals,
so the multi-channel processing might be the factor thatimspthe performance of
the optimal-interval variance meters. Accordingly, thedwlation masking investiga-
tions using complex carriers, that might disclose the dygtnf the low-pass bands of
NNIR modulation filters, should be carried out to verify theanauditory processing
model.
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4.1.2. The optimal-time-interval variance meter and otlxguerimental data

In order to reproduce the band-pass frequency selectivijgested by a large major-
ity of experiments concerned with masking in the modulatiomain phenomenon, the
NNIR modulation filterbank is assumed to be followed by a $&t@so-called optimal-
variance detectors. Although the respective NNIR modutatilters reveal combined
frequency characteristics (Fig. 7), an optimal-time ivémeasurement of the vari-
ance of a signal appearing at the output of a given NNIR mdiduldilter reduces
the influence of the modulator low-frequency componentsiggquently, the optimal-
variance excitation pattern is a band-pass function. T8ssm@ption is in line with other
psychophysical results. Measurements of modulation teteof complex modulator
waveforms characterised by various crest factors suglyastiie modulation detection
should be thought in the category of a variance-excitatisher than as the traditional
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RMS-excitation. The crest fact@ry, defined as the ratio of the peak value to the RMS
value of a signal, strongly depends on the phase spectruneaignal. In other words,
by a manipulation of initial phases of complex modulatorcséyzé components, mod-
ulation signals of varioug’; can be obtained. According to the lack of a relationship
between the signal power and its phase spectrum, the mauificaf C'y does not in-
fluence the RMS value of the modulating waveform, even thahghsignal variance
may be altered. RBICKA et al. [30—-32] proved that, for modulators of the same RMS
value, the listeners’ performance (modulation detectioad better for modulators with
largerCy. This observation leads to the conclusion that the moduladetection and,
presumably, masking in the modulation domain phenomentacte the activity of
some filters being followed by variance detectors that a®aljpe magnitude of the
modulator temporal fluctuation.

4.2. Physiological correlations

The idea suggesting that the sound envelope is analysedeind lters existing
at the higher stages of the auditory system has been strenglyorted by the results
of physiological investigations [33—-39]. The neurones tare narrowly tuned in the
modulation rate domain and revealed a broadband resportke tmudible frequency
domain, were found in the cochlear nucleus (CN) of the rat 884 37], the gerbil [36],
the inferior colliculus of the cat [39] and the guinea pig Jl3BIFLLER [34, 35] and
FRISINA et al [36] demonstrated that the variability (depth) of the méwlischarges
rate modulation registered in the CN of the rat is by 30% latgan the modulation
depth of the sound applied to animal’s ear. This enhanceoragdin is predicted by the
NNIR modulation filters concept. This is related to the faetttthe convolution variance
of two positive-value signals (the input period histogramd ¢he filter impulse response
period histogram) are larger than the variance of the inptibd histogram. The filter-
ing process is, in fact, an amplification of the modulatorca components that pass
the bands of a NNIR modulation filter. It is noteworthy thahaligh the AN fibres have
low-pass-shaped frequency characteristics, the measatsrof the functions for mod-
ulation rates up to 6400 Hz reveal two-band frequency cheriatics of the AN with
the roll-off frequency (the local minimum) falling at appimately 800 Hz. Such AN
modulation transfer functions were found for instance eghinea pig [26]. The shape
of the modulation transfer function and the frequency otterastic of the hypothetical
NNIR modulation filter are, excluding the frequency rangeany identical. Therefore,
the respective AN fibres might have been the evolutionalimg the mammalian au-
ditory system frequency selectivity in the modulation rdéenain. Consequently, due
to the simplicity of the AN fibres, which are in fact uncomplied axons, the envelope
filtration stage could have been evolutionally transposetthé higher stage of the au-
ditory system. The CN neurones of more complexity than thefids appear to be a
more adequate biological environment where high-orderal®NIR modulation filers
might exist.
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5. Conclusions

In this article a new model of the sound envelope auditonjyaimhas been pro-
posed. The NNIR modulation filters concept presupposesftaay form of the ampli-
tude envelope filtering takes place at higher stages of ttiomy system, it should not
be described as an analysis of the modulation waveform ih@ sand-pass filters (the
traditional MFB model). Due to the unipolarity of the inputdaoutput signals, the fre-
guency characteristics of the NNIR modulation filters, imgarison to the traditional
MFB, reveals two local maxima. The first maximum, associatih a filter DC-band,
is related to the DC-component of its hon-negative-impuésponse of the filter. The
second one reflects the filter selectivity to a given part efrttodulation spectrum for
fmoa > 0. In order to reproduce the band-pass tuning in the modulatite domain
(suggested, for example, by a large majority of experimeoitgerned with modulation
masking), the optimal-time-interval variance meter hasnbtroduced. The predic-
tions of the new envelope auditory processing model cdeelath the physiological
data as well. Further modulation masking experiments tlzat verify the assumptions
of the NNIR modulation filters concept are required.
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