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Filled pauses (FPs) have proved to be more than valuable cues to speech production processes and
important units in discourse analysis. Some aspects of their form and occurrence patterns have been
shown to be speaker- and language-specific. In the present study, basic acoustic properties of FPs in
Polish task-oriented dialogues are explored. A set of FPs was extracted from a corpus of twenty task-
oriented dialogues on the basis of available annotations. After initial scrutiny and selection, a subset of the
signals underwent a series of pitch, formant frequency and voice quality analyses. A significant amount
of variation found in the realisations of FPs justifies their potential application in speaker recognition
systems. Regular monosegmental FPs were confirmed to show relatively stable basic acoustic parameters,
which allows for their easy identification and measurements but it may result in less significant differences

among the speakers.
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1. Filled pauses as paralinguistic components
of spoken utterances

Paralinguistic features of utterances (henceforth
PLFs) were extensively explored by linguists early in
the 1960s (TRAGER, 1960, 1961, 1964; CRYSTAL, 1963,
1966, 1974, 1975). Since then, they have been acknowl-
edged as an indispensible component of spoken com-
munication. They may reveal important facts on the
speaker him /herself, including his/her age, gender, ori-
gin, social background or education, as well as his/her
present emotional state, attitude towards the topic
of conversation or towards the conversational partner
(GoBL, NI CHASAIDE, 2003; WALLBOTT, SCHERER,
1979; PAKOSZ, 1982; BORTFELD, 2001). Some of them
may also provide cues in the analysis of the process of
speech production (e.g., disfluencies (FROMKIN, 1971,
1973)). PLFs often contribute to an individual, id-
iosyncratic speaking style but most people are also able
to control many of them consciously.

As PLFs form an extraordinarily heterogeneous
group, it is difficult to cover all of them with a single
definition. Moreover, they can be defined only as pre-
cisely as precise the boundaries of language can be. As
a result, researchers tend to define them by enumera-
tion and the inventories proposed in literature are often
selective. Among the most frequently mentioned ex-

amples of PLF's, there are prosodic features and voice
quality parameters (CRYSTAL, 1966). Some of them
can be relatively easily measured as local acoustic pa-
rameters of speech signal (energy, pitch frequency).
Others can be determined only when longer stretches
of speech are analysed. Finally, some of them have
more “structural” nature. For example, in an emo-
tional utterance, words may be sequenced in an atypi-
cal way, accentuation may be also uncommon. But this
can be only noticed once the entire utterance is taken
into account and compared to some other typical or
common structures.

In recent decades, many studies of paralinguistic
features have been focused on potential cues to the
emotional or attitudinal value of utterances in psy-
chological and psycholinguistic (e.g., LADD, 1985; PA-
TEL et al., 2011; JOHNSTONE, SCHERER, 2000), com-
municational (e.g., BENUS, 2009; GRAVANO, 2011) or
technological (CAMPBELL, 2002; TEN BOsH, 2003) con-
texts. Social and intercultural studies of paralinguistic
features have also brought interesting results (ABELIN,
ALwooD, 2000; DODDINGTON, 2001; ABELIN, 2008;
BURKHARDT et al., 2006; SCHERER et al., 2000;
CAMPBELL, 2004, 2007), especially in relation to emo-
tionality. But in everyday communicative situations,
one rarely faces vividly emotional speech. Subtle back-
ground emotions and the mixtures of emotions driv-
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ing human everyday behaviour may be are extremely
difficult to detect and decode. Another area of re-
search related to the form and function of PLFs has
been speaker identification and recognition. The vari-
ation of the acoustic form of utterances poses ad-
ditional problems in the area of speech recognition,
but it makes automatic speaker recognition and iden-
tification possible (MARY, YEGNANARAYANA, 2008;
ScHOTZ, 2002), especially — but not solely — in forensic
applications (GONZALES-RODRIGUEZ, 2008; SACKS,
KOEHLER, 2005). The importance of paralinguistic fea-
tures of utterances in language communication fully
justifies attempts towards the formulation of spo-
ken language grammar that would encompass paralin-
guistic information (CAMPBELL, 2002) as well as at-
tempts towards a comprehensive theory of disfluencies
(SHRIBERG, 1994).

Silent and filled pauses (SPs and FPs, respectively)
seem to be especially frequently explored categories of
paralinguistic phenomena. It was found very early in
the studies on spontaneous speech that FPs may sig-
nal problems in the process of lexical access (MACLAY,
0OscooD, 1959; GOLDMAN-EISLER, 1968) as well as
in syntactic processing (BOOMER, 1965). More recent
views on the origin and role of FPs are presented, for
example, by SHRIBERG (2001) or WARD (2005). Their
distribution, length and form say much about the prag-
matic aspects of utterances as well as about the speaker
him/herself. There is no doubt that pauses have certain
communicative value (e.g., SAVILLE-TROIKE, 1985;
LocaL, KELLy, 1986; NISHINUMA, HAYASHI, 2004).
They may function as markers of discourse structure
(SWERTS, 1998) and can be consciously used as a stylis-
tic device but they may also reveal a peculiar, id-
iosyncratic speaking style. As opposite to monologue
speech, in dialogues, their occurrence may also result
from a wide variety of interaction-related factors, e.g.
processing input from the conversational partner, for-
mulating a reply, waiting for an appropriate moment
for turn transition, as well as from other aspects of
alignment tendencies.

FPs may be realised in a variety of ways — not only
as centralised vowels or “creaky sounds” but also as full
lexical units (sometimes taboo words) that are, how-
ever, used for purposes different from exploiting their
lexical meaning. In such cases, they may be marked by
a peculiar pronounciation, involving atypical lengthen-
ings or pitch changes.

In their study of eight languages, CANDEA et al.
(2005) found that non-lexical, vocalic fillers were not
language-specific in terms of duration or pitch fre-
quency but rather in terms of vocalic quality and seg-
mental structure. Similar findings were reported by
VASILESCU et al. (2004, 2005) who pointed to some
language specific differences in the values of f; and
f2. STEPANOVA (2007) found significant inter-speaker
variation in the realisations of FPs in Russian. DUEZ

(2001) reports the fy values of filled-pause onsets to be
stable within the same speaker as they are “linked to
the absolute, physiological aspects of speech”.

These and some other studies show that (1) FPs are
relatively easy to detect in the stream of speech on the
basis of their acoustic properties; (2) FPs show certain
speaker-specific features, both in terms of occurrence
patterns and acoustic realisations. As a consequence,
FPs are potentially useful in automatic speaker iden-
tification or recognition.

Early studies of FPs and SPs in semi-spontaneous
Polish utterances (FRANCUZIK et al., 2002; KARPIN-
SKI, 2006, 2007) not only show differences in the distri-
butions of their durations (which is intuitively obvious
as SPs — unlike FPs — can be arbitrarily long) but also
their co-occurrence patterns. While the form of their
realisation has been briefly discussed in (KARPINSKI,
2008), their acoustic properties have never been stud-
ied in depth for the Polish language.

2. The aims of the study

In the present study, selected acoustic properties of
FPs in Polish are explored in order to find the areas
of individual differences that can be potentially use-
ful in speaker identification and recognition or just as
markers of individual speaking style.

Speaker recognition and identification are inten-
sively developing areas of research due to their po-
tential applications in security systems, access man-
agement systems and forensics (BEIGI, 2011a, 2011b).
Each human has an uniquely shaped vocal tract which
contributes to the individual acoustic features of voice.
Still, it is not easy to define the “vocal print” (voice
print) which would be a set of acoustic features that
allow for unambiguous identification of the speaker.
Most researchers seem to follow the path of gather-
ing possibly numerous measuremets of parameters that
can be extracted from the acoustic signal and then,
with the use of advanced statistical methods, looking
for their most efficient combinations and hierarchies
that can be used in the procedure of speaker iden-
tification or recognition (BEIGI, 2011b). However, as
the efficiency of such an approach can be significantly
limited by the quality of available voice recordings,
another path is to include idiosyncratic structural-
linguistic properties of utterances — e.g., the frequency
of words or phrases, or the way of building sentences
(e.g., DODDINGTON, 2001; SHRIBERG, 2007) but also
any potentially speaker-specific paralinguistic features
and phenomena, including SPs and FPs.

The analyses are based on dialogue recordings as
conversational speech shows peculiar properties and
its paralinguistic profile may significantly differ from
what is found in monologues. In general, one may ex-
pect more disfluences (including FPs) than in mono-
logues as the cognitive load related to the interactivity
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normally seems to be higher than in the case of mono-
logue where the speaker may prepare some portions of
her/his talk beforehand and does not face interruptions
nor fighting for the floor. Here, instrumental analyses
are focused on the pitch frequency, first two formant
frequencies as well as on jitter and shimmer measures
in simple monosegmental fillers. Detailed occurrence
patterns of FPs are not covered by the present study
because the data in hand are still to sparse and the
number of factors related to interactivity and dialogue-
specific environment is to high to build a comprehen-
sive model.

3. Material under study: DiaGest2 Corpus

DiaGest2 multimodal corpus (e.g., KARPINSKI,
JarRMOLOWICZ-NOWIKOW, 2010) consists of twenty
task-oriented “origami” dialogue session recordings,
each of approximately five minute duration. The task
of the participants was to reconstruct a figure made of
paper. The figure was fully visible to the instruction
giver (IG) and not visible to the instruction follower
(IF) who was provided with all the necessary materi-
als for its reconstruction. In ten sessions, IF and IG
faced and could see each other (mutual visibility con-
dition, MVC), while in another ten sessions they could
not see each other (limited visibility condition, LVC).
1Gs were gender balanced (both in the MVC and LVC),
while most of the IFs were females. Each participant
took part in the task only in one of the conditions and
only in one role (IF or IG).

FPs were manually tagged in the process of tran-
scription and segmentation using Praat (BOERSMA,
WENINK, 2012), both in the word and syllable tiers,
and automatically extracted from dialogue recordings.
As the number of utterances and FPs produced by IF's
was much lower, only the utterances by IGs are anal-
ysed here. IFs produced less utterances and most of
them were much shorter and built of shorter phrases
than in the case of IGs so there were less filler-evoking
contexts. The total numbers of IG’s fillers of FPs in the
MVC and LVC sessions was almost equal (Table 1), al-
though there were clear individual differences among
speakers. The total number of FPs produced by IGs
ranged from 7 to 61.

Table 1. The frequencies of FPs in the DiaGest2 corpus.

Signals MVC | LVC | Sum

Extracted 255 256 | 511

Female 143 142 | 285

Male 112 114 | 226

Excluded from further analyses 82 41 | 123

A significant proportion of FPs had to be ex-
cluded from further instrumental analyses after first
audition. Many of them included noises or overlapped

speech, and some were realised as voiceless, breathy
sounds. Those realised in creaky voice (ca. 3%) and
as nasal(ised) sounds (ca. 5.3%) were also rejected.
Finally, some of them were compound sequences of
sounds which did not match the analytical framework
adopted for this study. As a result, the initial set of sig-
nals was significantly reduced but it still allowed for a
number of measurements and analyses. This limitation
has also its advantages: “Clean” FPs can be more eas-
ily traced and extracted automatically so the set under
study is more compatible with the potential input data
for FPs-based speaker recognition computer systems.

Although only the data from IGs will be analysed
in this study, in Fig. 1, the “FPs per syllable” rate is
shown for both IGs and IFs in the MVC (calculated
by dividing the number of FPs by the number of syl-
lables). On average, the rates are higher for IGs which
can be easily justified by a higher complexity of this
role. However, the data show that there can be strong
individual variation in the FP per syllable rate (e.g.,
see Session 9 and 10). In any case, the proportions re-
flect the fact that the cognitive load of this particular
task was quite different for IGs and IFs. IGs produced
more complex phrases, forming longer sequences while
IF's could focus on understanding, guessing and giving
feedback.
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Fig. 1. “Filled pauses per syllable” rates for IGs and
IFs in the MV condition.

4. Acoustic properties of FPs

Acoustically homogenous FPs are relatively easy
to track down automatically in the stream of speech
which makes them convenient for automatic sampling
and analysis. Although they seem to be relatively sta-
ble in terms of pitch frequency and voice quality, they
may still have enough of individual variance for speaker
identification or recognition. Speakers use idiosyncratic
“lexical” fillers so they may also tend to shape their
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non-lexical fillers volitionally in a peculiar way. Obvi-
ously, the acoustic characteristics of fillers as mostly
vocalic sounds must be strongly influenced by the
unique shape of each vocal tract.

4.1. Durations of FPs

The durations of fillers vary extremely. The distri-
bution presented in Fig. 2 shows covers only the anal-
ysed subset of “clean” signals. It may be slightly dif-
ferent from a distribution of the entire set of FPs as it
does not include compound fillers — not very numerous
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Fig. 2. The distribution of FP’s duration in the utterances
produced by IGs.

but, as a rule, being much longer. The distribution of
FPs duration was similar to that obtained by FRAN-
CUZIK et al. (2002). It was also skewed to the left but
here the maximum is around 200-300 ms while in the
cited work it reached ca. 500 ms.

The difference between the mean values of FP du-
ration in female and male speakers turned out to be
statistically insignificant (p > 0.05). However, one-way
Anova performed on log-transformed data (to compen-
sate for the skew) showed significant differences be-
tween the mean durations of FPs for individual speak-
ers (F = 3.43, p < 0.01; df = 18 as one of the male
voices has a very limited number of observations and
was excluded from this and further Anova calcula-
tions).

4.2. Pitch frequency in FPs

The values of the mean pitch frequency averaged
for the entire gender groups and visibility conditions
are presented in Table 1. For female speakers, pitch
frequency of FPs was significantly higher in the MVC
(t-test, p = 0.001) and there was no such a difference
difference for males. While the number of subjects does
not allow for brave hypothesising, one may understand
this result as not necessarily intuitive. One of possible
explanations may be that the mutual visibility condi-
tion evokes more emotional speech in females (but not
in males) and leads to higher pitch values. In Table 2,
pitch range data are presented for both female and
male speakers in both the conditions.

2 00
*
1,50 o
o o
*
5 * * o
™ 1,00 o
3 o
=] Q o
¥
=
50 8
00—
] ! ! 1 1 ! ! 1 T I LA T T LA T T LA
— [} ] = i) @ =l @ [t} =1 - - = ™ - 3 3 3 3 3
- - - - - = ] ] = ]
speaker

Fig. 3. Individual variation in FP duration. Speakers grouped according to the recording condition (mv — mutual
visibility condition, lv — limited visibility condition, f — female, m — male).
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Table 2. Mean pitch frequency in female and male voices in
both the conditions (minimum and maximum values calcu-
lated directly from individual signals).

Table 3. Relative pitch frequency range for male and female
speakers in the two conditions (MVC and LVC) calculated

as (meax - mein)/meax-

condition MVC LVC condition MV LV
gender female | male|female | male gender female | male | female | male
average pitch frequency [Hz] 229 | 1241 219 | 141 mean pitch frequency change| 0.04 | 0.02| 0.07 |0.04
standard deviation (pitch freq.)| 22 | 17| 26 | 22 standard deviation 0.07 |0.04 | 0.08 |0.07
maximum pitch frequency [Hz| | 278 | 193 | 120 66 i i
minimum E))itch fre:uencjf, [[Hz}] 169 84| 317 | 198 f:"relzi{llerflls}r’n CE:IT;IQ 030 10.28) 042 1043

As it can be seen in Fig. 5, the mean relative pitch
change is also a parameter which may take very indi-
vidual values (one-way Anova, IGs in two conditions,

p < 0.001). On the other hand, the majority of mean

values are in a limited range. There are more

“wide

range” speakers among females and there is a signi-
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Fig. 4. Mean pitch frequency in FPs realised by twenty speakers (speakers grouped by gender; mv and lv stand
for MVC and LVC, respectively).
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ficant difference between the means for females and
males (p < 0.001). However, there is no significant dif-
ference between the values both for female and male
speakers in the two conditions (p > 0.05).

4.3. Voice quality in FPs

Voice quality is often understood as a subjec-
tive perceptual parameter and, as such, it is difficult
to express in terms of acoustic measures of the sig-
nal itself. More precisely, it was defined as the audi-
tory coloring of voice, derived from a variety of la-
ryngeal and supralaryngeal features (ABERCROMBIE,
1967, p. 91; LAVER, 1980, p. 1; TrRASK, 1996, p. 381;
KELLER, 2005). Still, it remains a confusing term as it
encompasses phenomena of various origin and char-
acter. Voice quality in FPs has been found to be
language specific (SHRIBERG, 2001, p. 156). It has
been also demonstrated to have some functions in
dialogue interaction (LocAL, KELLY, 1986; OGDEN,
2001). Among the most frequently used acoustic pa-
rameters related to voice quality are jitter (correspond-
ing to the variation in the pitch frequency) and shim-
mer (corresponding to the variation of amplitude).
Both are measures of phonation irregularities and their
high values may signal pathology. In a number of
studies, the usefullness of jitter and shimmer mea-
surements in speaker recognition or identification has
been indicated (FARRUS, HERNANDO, EJARQUE, 2007;
FARRUS, HERNANDO, 2009). They have been shown to
be related to the speaker’s age, gender, smoking habits,
and some other features (LUDLOW et al., 1982).

One can assume that voice quality parameters may
change during an utterance, depending on the phonetic
fundament and context (segmental, suprasegmental)
and as well as possible emotional factors or even
changes in the articulatory effort in longer stretches
of speech. Still, in the case of monosegmental non-
lexical fillers one may expect them to be relatively sta-
ble (AUDHKHASI et al., 2009). Therefore, they may be
especially precious as a source of data on basic, pre-
sumably speaker-dependent voice quality parameters.

In the present study five jitter (local, local absolute,
rap, ppg5, DDP) and six shimmer measures (local, lo-
cal dB, DDA apq3, apgb, apqll) were extracted using
Praat. Their basic descriptions can be found, e.g., in
(FARRUS et al., 2007) or (Rusz et al., 2011), as well
as in Praat Manual. Although the measurements were
carried out on a reduced set of preselected, “clean”
signals, the number of analysis errors was significant,
especially for apgb and apqll shimmer. As a conse-
quence, only some of the measured variables were taken
into account in further steps and, in some cases, two
of the speakers were excluded as having too few FPs
that could be analysed.

Among jitter measures, only the mean values of lo-
cal and local absolute jitter were found significantly

different for female and male speakers (p < 0.05;
df = 18 as one of the voices was excluded). For shim-
mer, only the mean values of shimmer DDA were sig-
nificantly different for the two genders (p < 0.05). One-
way Anova showed significant differences in the mean
values for individual speakers in the case of local ab-
solute jitter (p < 0.01) as well as for local and PPQ5
jitter (p < 0.05). Similar Anova tests were conducted
for four shimmer measures but the differences among
the means for respective subjects were signicant only
for DDA and APP3 (p < 0.05).

Fig. 6. The distribution of local jitter and shimmer values
for female (top panel) and male (bottom panel) speakers.

4.4. Format frequencies in FPs

Formant frequencies are major cues to the iden-
tification of vocalic segments (ROSNER, PICKERING,
1994). For example, ALBALA et al. (2009) show the
variation of formants in vowels in Spanish that can
be employed for the purpose of speaker identification.
As most of the FPs under study are vocalic, their
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Fig. 7. Formants (fi1 and f2) in FPs produced by female (circles) and male (triangles) speakers.

formant frequencies may bear some important infor-
mation on their form. VASILESCU et al. (2005) argue
for potentially language-specific character of f;/ fo for-
mant values in FPs. STEPANOVA (2007) finds that
FPs in Russian differ in terms of f; and f; values
from vowels in stressed positions. She also points to
speaker-specific characteristics of FPs and argues that
it makes them useful in speaker recognition. Many
methods used for the idenfication of FPs in the stream
of speech are based on the measurements of formant
values (AUDHKHASI et al. 2009; WU, YAN, 2004).

The material under study was analysed for the first
two formant frequencies using the robust formant ex-
traction algorithm in Praat. The signals that gave ex-
treme or clearly erroneous results were excluded from
further statistical analyses. Although the mean val-
ues of f; and fy were not significantly different in fe-
male and male speakers, Anova test showed significant
differences in the mean formant values for individual
voices (df =18, p < 0.01).

Typical Polish monosegmental vocalic fillers are ar-
ticulatorily less centralised than their English counter-
parts. Their formant values tend to group in the upper
right area of the vocalic loop (cf. JASSEM, 1973) but
they can reach much further in terms of their f; values.

Table 4. Mean formant values for female and male speakers.

gender female male
formant freq. f1 f2 fi f2
mean value [Hz] 875 2265 827 2156
st. deviation 382 220 362 257

4.5. Other findings

Some types of FPs were excluded from the above
study as they could be hardly analysed for at least
some of their acoustic parameters or they were realised
as compound units that could not be covered by the
present analytic framework. Among them, the follow-
ing were most frequent:

o Creaky fillers. More typical of some speakers in the
group but can be found in almost any voice. As in
other cases, distorted phonation is more frequent
in the final, low-energy stages of fillers but some
FPs are realised solely in creaky voice.

o Voiceless fillers (sigh-like sounds). Rare but im-
portant as it seems that they may have different
meaning from their fully voiced counterparts.

o Compound fillers. Built of at least two signifi-
cantly different segments with a perceptually ev-
ident transition between the two (as in the case
of, e.g., closing lips in the middle of the filler and
producing its remaining part as a nasal sound).

These types of FPs would require a modified ap-
proach to acoustic measurements, involving different
measures. There is no doubt that they deserve further
studies. However, the assummption that the propor-
tion of peculiar (creaky, voiceless, compound, etc.) FPs
is typical of a given individual and may serve as a basis
for speaker recognition or identification remains risky.
It may prove dependant on the particular type of com-
municative situation or the mode of interaction. In any
case, a substantially larger corpus, both in terms of the
number of speakers and signals under analysis, would
be necessary to explore these issues.
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5. Conclusion and directions
for further research

The data analysed in the present study come from a
single, peculiar type of communicative situation. As a
consequence, they are more coherent, which allows for
the control of more variables and facilites statistical
exploration even with a relatively limited number of
speakers (from 18 to 20) and signals (ca. 400 used in
most analyses). The initial rejection of distorted and
imperfectly recorded signals may potentially introduce
a bias as it might have reduced the number of samples
coming from the most emotional exchanges, with many
overlaps and from overloaded recordings or from the
stages where the IF was most active and caused most
noise manipulating the figure. However, it may actually
reflect what can be gathered in real life circumstances
where speech samples are recorded for the purpose of
speaker identification and where similar quality issues
may arise.

The acoustic characteristics of FPs in Polish seem
to comply with many of the findings and claims
cited above as well with those from some other
studies (e.g., STEPANOVA, 2007; Wu, YAN, 2004;
VASILESCU, ADDA-DECKER, 2007) but a more direct
cross-linguistic comparison requires additional work.
Polish FPs form a group showing homogeneity in a
number of dimensions. While ca. 10% cases were ex-
cluded from instrumental analyses (nasalised, creaky,
voiceless and compound fillers), the remaining 90%
were relatively stable in terms of the analysed parame-
ters, often had flat pitch contours and show little vari-
ation in the values of the first two formants.

The range of FPs duration was found to be
extremely wide and bear some signs of speaker-
dependance, although it was not gender-specific. The
mean pitch frequency of the FPs in the mutual visi-
bility condition (MVC) was found significantly higher
than in the limited visibility condition (LVC) for fe-
male but not for male speakers. The mean values of
the pitch range turned out to be significantly differ-
ent in the set of twenty speakers but it may be due
to some extreme individual means, with the remain-
ing group kept within a rather limited range. Accord-
ingly, pitch range alone would be not a clearly speaker-
specific measure except for some cases. AUDHKHASI et
al. (2009) reports that their formant-based technique
for filler detection is more accurate than cepstrum and
pitch-based methods. Simultaneously, f; and fs values
in the Polish FPs significantly differed in individual
speakers. Accordingly, formant frequencies measure-
ments may support both the identification of fillers
in the stream of speech and can be expected to sup-
port speaker identification. Jitter-related voice param-
eters showed a limited level of distinctiveness — only
the mean values of the local absolute, local and PPQ
jitter as well as the DDA and APP3 shimmer turned

out to be significantly different for the voices under
study.

A significant proportion of the initial set of sig-
nals had to be rejected and new methods of explo-
ration would be certainly needed for a systematic anal-
ysis of their acoustic properties different from pitch
or formants but referring to some other spectral pa-
rameters. Another issue to be addressed in future
research is the question of contextual influences on
the acoustic realisations of FPs. SHRIBERG (1999)
suggests that the pitch pattern of the filler is in-
fluenced by the intonational contour of the preceed-
ing utterance but this can be only one among many
other context-driven phenomena one should take into
account. Finally, the structural properties of utter-
ances should be taken into acount (e.g., the place-
ment of a given FP in an utterance) as well as the
correlation of speech production problems with cer-
tain gestural behaviour (CHRISTENFELD, SCHACHTER,
BiLous, 1991; ESPOSITO et al., 2001; JARMOLOWICZ-
Nowikow, KARPINSKI, 2012). For future studies, the
data will be extended with a new corpus of task-
oriented dialogues which will allow for a more reli-
able verification of hypotheses. Various configurations
of the features will be explored in order to find opti-
mum sets for the purpose of speaker recognition (cf.
DEMENKO, 2000). Alternative, more flexible explo-
ration techniques based on data mining will be also
employed.
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