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In Memoriam

A Look at the Life and Activity of a Prominent Polish Acoustician of the 20th Century Professor Ignacy MALECKI (1912–2004) on the Occasion of the Centenary Anniversary of His Birth
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(received October 24, 2012; accepted February 5, 2013)

Ignacy Malecki was born on November 18, 1912, at the family estate of Pokiewnia near Vilnius. After Poland regained its independence in 1918, the town was at the border of the Second Republic of Poland and Central Lithuania. The church and village were located in the Polish area, while the family estate on the Lithuanian side. It took some time before those parts could be reunited.

Father Jan was a wealthy landowner and a bank clerk (President of the Tax Chamber) in Vilnius. He was also Treasury Minister of Central Lithuania. He came from an old noble family whose genealogy papers dated from 1627. Mother Emilia came from the artistic family of Witkiewicz. Stanisław Witkiewicz – art theorist, painter, and architect, promoter of the Zakopane highland style – was her uncle.

In the years 1924–1930 Ignacy Malecki studied at the prestigious Joachim Lelewel State Gymnasium in Vilnius, where he lived with his family. After completing his education he took the final exam in mathematics and natural sciences with very good results. Then he passed difficult entrance exams to Warsaw University of Technology. Despite the large competition – seven candidates for a place – he became a student of the university, however, not at the desired Architecture but at the Division of Weak Electrical Currents. After two years of studies, in October 1932, he received the first certificate (Fig. 1). The first diploma exam consisted of 13 subject exams, completions of numerous exercises and laboratory tasks, as well as two factory practices – mechanical and electrical. These practices took place at railway workshops and the power plant in Vilnius. In the summer of 1934, he had foreign practices in Paris and Marseille. After having passed with very good results the final exam he graduated from the Telecommunication Division of the Electrical Department of Warsaw University of Technology. He received the degree of electrical engineer (Fig. 2).
His diploma thesis was prepared under the supervision of prof. Janusz Groszkowski, known worldwide as a radio communication and electronic specialist. The work concerned the radiation produced by rotating electromagnetic fields. After finishing the polytechnic studies in 1935, Malecki took a half year long training in AVA Radio Company. This firm designed and produced radio equipment for the army, as well as the encoding and decryption apparatus.

The prominent personality of prof. Groszkowski had a great influence on the choice of further scientific way of the excellently promising engineer. He persuaded Malecki to take part in the competition for the financial support of the National Culture Fund. A grant for further studies in Germany, which he then received, was an important moment in the life of Ignacy Malecki. It was the moment when he became devoted to acoustics for the rest of his professional life. At Heinrich Hertz Institute in Berlin, a young engineer gained the knowledge and experience in the field of ultrasound. His supervisor, prof. Edwin Mayer educated the entire generation of German acousticians. Malecki conducted studies of ultrasound vibrations of frequency of 200 kHz, high at that time. These vibrations were generated using a tourmaline crystal. Unfortunately, the stay in Berlin (January–August, 1936) coincided with the violent change of social attitudes of the German society. Due to a growing nationalistic ideology, the name of Heinrich Hertz Institute was changed into Institut für Schwingungsforschung (Vibration Research Institute). The young Polish engineer was made to leave the Third Reich for fear of his own safety. Fortunately enough, he was offered to complete his foreign training at the laboratory of Philips firm in Eindhoven.

After returning to Warsaw, on the 1st of October 1936, he was appointed for his first responsible position. The Executive Director of the Polish Radio Stock Company employed him at the Study Office of the Polish Radio in Warsaw. The task of the engineer was to create an acoustic laboratory. From the 1st of June 1938, he became the head of the Technical Department of the company. The staff of the Department was engaged in measurements and improvement of conditions of the acoustic chambers in the building of a studio at 25, Zielna Street. In addition, measurements of the acoustic isolation, tests of microphones were conducted, as well as theoretical and experimental work in the field of room acoustics. New radio studios were organized in connection with launching, in March 1937, of another radio channel – Warsaw II.

Under the direction of engineer Malecki a full technical and acoustic design of recording chambers in the premises of the Polish Radio was prepared. The com-
plex of buildings, according to prof. Bohdan Puiewski project, was to be built at the corner of Batorego and Puławskia Street. The works began in March 1939. However, before the war only foundation trenches were made.

While working for the Polish Radio, the engineer carried out research in the field of architectural acoustics at the Research Faculty of Construction of the Architecture Department at Warsaw University of Technology. The dean of the faculty was the famous constructor prof. Stefan Bryla. The study, started already in 1936 under the guidance of prof. Bryla, would constitute for many years the essential scientific and practical interests of Ignacy Malecki.

Apart from the scientific capacity, the young engineer revealed personal culture and a diplomatic talent. In the framework of the work for the Polish Radio he was appointed the representative of Poland in the *Union Internationale de Radiodiffusion* (International Union of the Radiophony). His efforts in this organization were concentrated on the allocation of the most favourable frequency bands for the rapidly expanding Polish radio broadcasting. As he recalled later, most disputes were with the representatives of the Third Reich.

Several years of commitment to the work on development of the Polish Radio had an unusual final when the war started. The engineer Malecki headed the technical work of the studio at 25, Zielna Street. After the Germans seized the long-wave radio station in Lazy near Raszyn on September 7, 1939, the regional station Warsaw II took over its responsibilities. It had at its disposal a 10 kW transmitter at Mokotów Fort. It was connected by an underground cable with the main building in Zielna Street. The transmitter was assisted by another, 1.5 kW power, one, located at Warsaw University of Technology. From September 8, using just these two transmitters, President of Warsaw Stefan Starzyński regularly communicated with the citizens of Poland. At noon on September 23, the Warsaw power plant in Powiśle district was bombed down. Since that time, the broadcast station went silent.

During the years of German occupation Malecki led an underground teaching and scientific work at the Department of Architecture, Warsaw University of Technology, under the supervision of prof. Bryla. This activity was carried out behind the facade of the research facility, and later a vocational school. An underground educational work was involved with a significant risk. Prof. Bryla, for participating in the conspiracy, was executed on December 3, 1943. In the first period – from 1940 – Eng. Malecki worked at the Research Institution of Technical Physics. Under the pretext of an official technical expertise, the works for the purpose of the conspiracy were carried out, including teaching activities. With the opening by the Germans in 1942 of the Public Higher Technical School in the buildings of University of Technology he got employed in it. In the years 1942–1943 he was delivering underground lectures on room acoustics for the 3rd year students, Faculty of Architecture. Illegal activities, including teaching, were facilitated by Professor Güttinger who was at that time the German rector of the school. He pretended not to see the underground activities of the Polish employees.

In January 1942, Malecki defended his PhD thesis entitled *Physics of acoustic porous materials*. Its subject was the issue of sound absorption and especially the mechanisms of penetration of acoustic waves through materials of capillary structure. The defense was held up against the team of rector Kazimierz Drewnowski, with the participation of prof. Stefan Bryla as a scientific advisor and prof. Roman Trechciński (outstanding electrotechnician, teletechnician, and inventor in the field of telephony). The thesis originated from the research carried out at the Institute of Heinrich Hertz and was completed before the war began in 1939.

In May 1943, Malecki, PhD, defended his habilitation work (DSc thesis) entitled *Distribution of acoustic field in the closed space*. Professors Stefan Bryla, Roman Trechciński, and Mieczysław Wolkie (world-wide famous physicist, precursor of television and holography) were the reviewers of this work. In the work, the author applied an original statistical method to calculate acoustic non-stationary states in the closed acoustic volume. After the successful defense Malecki, PhD, obtained the right to deliver lectures at universities (venia legendi) as a docent, equivalent to associated professor. The received title was equivalent to the present-day post-doctoral degree (habilitation). The dissertation was extended and published 6 years later at Gdańsk University of Technology, under a modified title: *The mechanism of propagation of sound waves in the halls* (150 pages). Official recognition of the habilitation by the Senate of Warsaw University of Technology took place on 30 January 1946.

During the Warsaw Uprising Ignacy Malecki found the living extremely difficult. He needed food to support his young wife and a new born son Wojtek. Unfortunately his wife was shot down together with other residents of the apartment building by the soldiers of RONA – Russian National Liberation Army, brigade of Bronisław Kamiński. An unusual twist of fate saved the baby, lying under the body of his mother. Than Malecki and the baby were taken to the temporary camp in Pruszków, from where he escaped and hid from the Germans in the property of the writer Jarosław Iwaszkiewicz and his wife Anna in Stawisko, nearby Podkowa Leśna.

In the spring of 1945, he declared to be in disposition of the Provisional Government of the Republic of Poland. The new authority appointed him, as its representative, in the Lower Silesia. Soon he was di-
rected to Gdańsk, destroyed during the war, with the aim of rebuilding the electricity system of the region. He succeeded in this task very well and remained at that position till 1948 as the executive director of the Energy Division of the Pomeranian Union. In October 1945, he actively participated in the establishment of the branch of the Association of Polish Electrical Engineers (SEP). He was elected Chairman of the Board of the Baltic Sea Coast SEP Division for the 1945–1946 period. Apart from working for the electric power industry, he participated in reactivation of Gdańsk University of Technology. Since 1945 he gave lectures on electrical engineering to students of general faculties. A year later he was appointed Professor of Gdańsk University of Technology and organized the Department of Applied Electrical Engineering and Acoustics, where he was head up till year 1951.

At that time he established a well equipped acoustic laboratory with tools for measurements of absolute acoustic pressure using a Rayleigh disc and an echo-free chamber. A little later, the Professor organized, in cooperation with the Navy, research on German torpedoes steered with phase sensible acoustic systems and on acoustic and magnetic mines. The results of these studies were developed in the first PhD promoted by the Professor. The thesis of Zbigniew Zubelewicz was entitled Some acoustic and magnetic devices in the sea telemechanics (1949). The author used until 1948 the pseudonym of Jan Góra taken during the conspiracy times.

In 1950, Professor ended his activity in the field of electric power industry and gradually moved with his family back to Warsaw. The need for reconstruction of many damaged public buildings made Professor engage in the process of their reconstruction with regard to their acoustic properties. He promoted the modeling technique of closed spaces, the theory of a heterogeneous distribution of the acoustic field in halls, and optimization of the reverberation effect. He introduced the parameter of “distinctness” as an evaluation criterion of the acoustic quality of halls. Based on previous research and publications, he developed a method for determining the optimum profile of meeting halls using the method of “spatial sources” and the theory of application of perforated sound absorbing elements. The above issues were presented in a monograph, entitled Architectural Acoustics, published in 1949 (ed. Building Research Institute). A number of concert halls and theatres projects under the direction of Professor were designed. The principles established by Malecki were followed in the design of the National Theatre, the Parliament Hall, and government buildings in Aleje Ujazdowskie (at that time the building of the Council of State). Further works concerned the methods of increasing the acoustic insulation of prefabricated building constructions. Rules were developed to take into account the acoustic conditions in urban design. Moreover, the measurement systems of recording the acoustic shock wave were improved too. These issues were widely covered in the book Fighting noise in industrial plants (PWT 1954).

From 1948, Ignacy Malecki was a permanent member of the Technical Council of the Polish Radio. The demand for professionals in the field of electroacoustics grew rapidly, especially from the Polish Radio, film studios and the Ministry of Posts and Telegraphs (now Ministry of Communication). It led to the establishment by the Minister of Higher Education, on the 1st of October 1949, the Chair and Institute of Electroacoustics at the Faculty of Communication, Warsaw University of Technology. Film and broadcasting technologies were the first directions of students’ education. The books and papers by Malecki became the first handbooks used in the teaching process (Radio and Film Acoustics, 1950, PWT and The Technique of Recording and Playing Back Sounds, 1953, PWT).

In the initial period of its activity the Faculty used the equipment of the Polish Radio and Polish Film and the Main Institute of Technical Physics, which was established in 1949. Prof. Malecki was its employee from February 1950. The Institute occupied the rooms in the building of Physics of Warsaw University of Technology. This made convenient to conduct a joint research. The Faculty of Electroacoustics was managed by professor from February 1950 till 1969. Witold Straszewicz and Stefan Basiński were his students and then coworkers. After the reorganization, the Faculty was incorporated into the Institute of Radiophysics, which was headed by prof. Stanisław Rzyko. In 1950, Malecki was appointed professor at Warsaw University of Technology in the field of electroacoustics, and on April 3, 1951, became an ordinary professor. He was bound with Warsaw University of Technology, as a researcher and lecturer, up to 1983 (1973–1983 part-time professor). One of his closest colleagues then was Jerzy Narkiewicz-Jodko, PhD.

In the years 1951–1952 Professor served as the dean of the Faculty of Communication. During this time he was also prorector for science at Warsaw University of Technology. In the period 1950–1951 he organized an acoustic laboratory at the Main Institute of Technical Physics. Professor had some colleagues and collaborators at the laboratory. Among them were students and next PhD students like Leszek Filipczyński, Jerzy Wehr, and Wacław Koltoński.

Professor Malecki took part in the 1st Congress of Polish Science which was held in the period of 29 June – 2 July 1951. During the Congress the decision to create the Polish Academy of Sciences (Polska Akademia Nauk – PAN) was made. Since that time PAN took over previous academy corporations, existing till then for science, as well as art and literature associations. In the range of the technical sciences, the idea was to organize an institute of the Polish Academy of Sciences
on the basis of already existing facilities. The Institute was formed gradually, as a result of a closer cooperation, and a formal merge of scientific units which differed among themselves in the number of research workers and the scope of studies.

At the turn of 1951/52 the Main Institute of Technical Physics, after less than three years of operation, was divided between Warsaw University of Technology and Jagiellonian University, Cracow. The acoustic laboratory was transformed into the Department of Examination of Vibration of the Polish Academy of Sciences. This division, headed by prof. Malecki, led a close cooperation with the Division of Continuous Media Mechanics (head prof. Wacław Olszak) and with the Division of Electronics (head prof. Janusz Groszkowski). In the field of fundamental research, the subject of study was complementary to a large extent. The Scientific Secretariat of PAN promoted the cooperation, as the basis for the founding of a new institute. Professor Witold Nowacki, Secretary of Department of Technical Sciences PAN, played the essential role in the creation and development of the Institute. He gathered a strong group of researchers which constituted the core of the Division of Continuous Media Mechanics. They worked on problems of isotropic and un-isotropic elastostatics, thermoelasticity, elastodynamics, non-linear elasticity, elastic composites, and elastooptics. In June 1952, the Scientific Secretariat of PAN appointed a joint Scientific Council for the three mentioned above units. In addition, the Division of Metals in Cracow was established at the Department of Technical Sciences PAN, with prof. Aleksander Krupkowski as its head. By resolution of the Scientific Secretariat of PAN, in December 1952, four of these units along with a smaller Division of Theoretical Electrotechnics (head prof. Paweł Szulkin) and a Laboratory of Astronautics (head prof. Kazimierz Zarankiewicz), were combined to form the Institute of Fundamental Technological Research PAN (Instytut Podstawowych Problemów Techniki – IPPT PAN). Professor Ignacy Malecki was the first director of the Institute, until 1961. For the first 5 years the institute was located in the Staszic Palace in Warsaw. Resolution of the Government Presidium in September 1953 officially confirmed the establishment of the institute. New coworkers of professor Malecki in the institute were Janusz Kacprowski, MSc, Wincenty Pajewski, MSc, Jerzy Ranachowski, MSc, Stefan Czarnecki, MSc, and from 1962 Zdzisław Pawłowski, MSc. The Professor was again appointed director of IPPT PAN from 1973 to 1982, when he retired.

In addition, professor Malecki held a series of other positions at the institute. In the period 1961–1962, he was head of the Division of Vibrations Research. As a result of a reorganisation in 1969 the Division of Physical Acoustics was established. Prof. Malecki became its head until 1972. After the retirement, Professor was still employed part-time at the mentioned above division until 1995. In the following years his longtime collaborator prof. Feliks Rejmund was the head of the division. Professor took an active part in scientific studies and research projects of the Commit-
Fig. 4. The celebration of the 25th anniversary of the Institute of Fundamental Technological Research. Director of the institute, prof. Malecki has a speech. Next from the left: professors W. Gutkowski, J. Ranachowski, S. Kajfasz, 1977.


tee of Scientific Research. The last project in which he participated was the work Corundum Ceramics of New Generation. It was realized in cooperation with the Institute of Glass and Ceramics, in the years 2000–2002. The Professor was then 90 years old (!).

Prof. Malecki used to take an active part in the organization of cyclic conferences on the ceramic and composite materials, under the auspices of the European Materials Research Society (E-MRS) (Fig. 5). Prof. Jerzy Ranachowski, his friend and collaborator was their initiator. These conferences are still organised nowadays. For the rest of his life, Professor was a very friendly supervisor of postdoctoral and doctoral students, to whom he had always given great support and help. Shortly before his death, he delivered the review of the postdoctoral thesis by Jan Żera, PhD,
at the Council of the Faculty of Electronics and Information Technology of Warsaw University of Technology. The defense took place in 2004, after the death of the Professor.

Ignacy Malecki was the educator of two generations of the Polish acousticians. During the work at Warsaw University of Technology he supervised about 70 master theses in acoustics and electroacoustics. His most famous PhD students were: Leszek Filipczyński (1955) – an ordinary member of the PAN, director of the IPPT (1969–1974); Janusz Kacprowski (1957) – professor at the IPPT; Stefan Czarnecki (1959) – professor at the IPPT; Waclaw Koltoński (1959) – professor at the IPPT; Zenon Jagodziński (1960) – professor at Gdańsk University of Technology; Jerzy Wehr (1961) – professor at the IPPT; Andrzej Rakowski (1963) – an ordinary member of PAN, professor and rector of The Fryderyk Chopin University of Music in Warsaw (1981–1987); Witold Straszewicz (1965) – associate professor at Warsaw University of Technology, the recognized specialist in the field of the room acoustics, the designer of many concert halls, opera houses, and multifunctional objects; Ryszard Płowiec (1970) – professor at the IPPT, manager of the Division of Physical Acoustics (1996–1999). Among the 25 doctors promoted by Professor, 11 were employees of the IPPT. The first was Leszek Filipczyński, the last one was Przemysław Ranachowski (2001). Prof. Andrzej Nowicki, the longtime director of the IPPT, was also a student of prof. Malecki. He specialized in acoustics under Professor’s care.

Apart from holding a number of positions at Warsaw University of Technology and at the IPPT, prof. Malecki carried out a wide activity at the Polish Academy of Sciences. In 1954, Professor became a Corresponding Member, in 1958 he was appointed an Ordinary Member of PAN. From 1962 to 1968 he was the Scientific Deputy Secretary of PAN, and since 1980, a member of the Presidium. In addition, he was an Ordinary Member of the Warsaw Scientific Society (Warszawskie Towarzystwo Naukowe – WTN, 1984) and a foreign member of New York Academy of Sciences.

Professor was also active in international organizations related to the evolution and development of the science policy. From 1963 to 1967 he was the Vice President of the International Council of Scientific Union (ICSU). In the years 1969–1973 he was the Director of the Department of Scientific Policy of the United Nations Educational, Scientific and Cultural Organization (UNESCO) in Paris. Apart from this, he was a member of the Executive Council of the International Council for Science Policy Studies (ICSPS) in the period 1976–1998. The diplomatic passport facilitated Professor’s frequent travels abroad.

Prof. Malecki was one of the founders of the Polish scientology. As a founder member of the Scientific Society of Praxeology, he contributed to the creation of the Committee of Scientology PAN, of which he was the Chairman in 1963–1968 and 1973–1989. Then from 1990 he was its Honorary Chairman. The professor analysed the impact of fundamental research on the socio-economic development and the perspective planning methodology in science. He developed methods for evaluation of results of research projects. He also participated in the global development of scientology, meant as a federation of scientific disciplines. His important achievement was the study of the evolution of the scientology conception. In addition, since 1987 he presided the Editorial Council of the “Scientology Issues”. He was lucky enough to put into practice the solutions of the problems that were the subject of interest to him. In the frames of the Polish Academy of Sciences he took part in the creation of a system of perspective research planning. At the Council for the Technique he participated in the application of research results for the technical progress. As it was mentioned above, he also acted at the international organizations associated with carrying out scientific policies.

Professor belonged to the founders of the Polish Acoustical Society (Polskie Towarzystwo Akustyczne – PTA). Countrywide meetings of acousticians (Open Seminars on Acoustics – OSA) were held since 1954, initiated by prof. Marek Kwick from Poznań University. Cooperation and information exchange between national centres was at that time quite weak. It resulted from various sorts of administrative obstacles and limited the possibility of publication of research results. The thematic range of these seminars was fairly narrow and largely due to the personal interest of the organizers. However, with time, the thematic range and number of participants steadily grew. The process was nevertheless gradual and only after seven years the breakthrough came. It happened during the VIII-th Open Seminar on Acoustics in Szczecin, on August 22, 1961. The formal creation of the PTA was done by a group of 38 founder-members, connected with scientific or professional acoustics. Within this group, apart from Professor, were among others prof. Marek Kwick, assistant prof. Leszek Filipczyński, Antoni Śliwiński, PhD, and Alexander Opilski, MSc. Despite the tragic death of prof. Kwick (on December 19, 1962), the General Founding Assembly of PTA was held on March 4, 1963, in Poznań, where the first General Assembly of Delegates was prepared. They represented larger national centers dealing with acoustic research. The Congress was held on July 18, 1963, also in Poznań, which is the registered office of the organization up till now. The first four divisions of PTA: Poznań, Warsaw, the Upper Silesian and Wrocław were established. Polish Acoustical Society was affiliated at IV-th Department of Technical Sciences of the Polish Academy of Sciences. Later other divisions in Gdańsk (1966), Rzeszów (1973) and Cracow (1980) were cre-
ated. Prof. Malecki was awarded by the General Assembly of Delegates PTA, the highest dignity of Honorary Member of the organization in 1979. Regardless of the active engagement in the Society, from 1963 to 1969, he served as the Chairman of the Committee on Acoustics PAN. From 1989 he became its Honorary Chairman. In the years 1982–1987 he was Chief Editor of the quarterly journal *Archives of Acoustics*. In 2002 Professor participated at 49th OSA conference, organized by Warsaw Division of the Polish Acoustical Society in Stare Jabłonki (Fig. 6). Then, as the Honorary Chairman, he actively worked at the Scientific Committee of the seminar. The last conference in which Professor Ignacy Malecki participated, a year before passing away, was 50th Open Seminar on Acoustics. It was held in Szczyrk, in September 2003. During 59th OSA conference, in September 2012, on the occasion of the 100th anniversary of his birth, an opening session was devoted to the Professor.

The activity of Professor was not restricted only to the national acoustic organizations. In the years 1966–1972 he chaired the worldwide organization, the International Commission for Acoustics (ICA). He was also a member of the European Acoustics Association (EAA) and Acoustical Society of America (ASA). He received the title of a Honorary Member of the Federation of Acoustical Societies of Europe (FASE, 1982), of which he was the Vice President in the period 1978–1982, as well as Acoustical Societies: Latin American (1968), Spanish (1972), and Indian (1980).

Beyond the scientific, organizational, professional, and teaching activities prof. Malecki managed to find time and strength for social activities, both at home and abroad. In the years 1963–1968 he was a member of the Constant Committee of the Pugwash Conference – activity of scientists and Nobel laureates for disarmament and peace. He was a member of the General Council of the Main Technical Organization (Naczelnna Organizacja Techniczna – NOT, 1949–1963). He served as the Chairman of the Scientific Council of the Central Institute for Labour Protection (Centralny Instytut Ochrony Pracy – CIOP, 1953–1969). He was the Chairman of the Technical Sciences Section for State Awards (1978–1982), then the Chairman of the Scientific and Technical Council of the Radio and Television (1982–1988). In the years 1991–2002 he served as a member of the Council of the International Biography Centre (IBC – Cambridge). In addition, in 1954–1958, he was a Councilor of the Warsaw-Centre district. He was also a board member of the circle of the Combatants and Former Political Prisoners Association at PAN (1989–2001).

In the personal life Professor had some very severe experiences. His only son Wojtek died tragically at the age of 22 on 15 August 1966, during climbing together with a friend (Marysia Konopacka) on Hrubý Wierch in the Slovak High Tatra Mountains. The cause of the accident could be a sudden weather breakdown. Wojtek was passionate about mountaineering and spent a lot of free time hiking. He was of extraordinary intelligence and inherited his father’s ability in the field of science. Two months earlier (June 10) he passed his MSc exam at the Faculty of Physics of Warsaw University. Thirteen years later, on 23 December 1979, the
second wife of the Professor – Maria Tomczycka, died after a long and severe illness. The professor was very attached to her. She looked after Wojtek, whom she officially adopted, as her own son.

Difficult experiences and numerous responsibilities did not deprive Professor of cheerfulness. He was known for the ability of a very accurate assessment of the situation. Till the end of his life he retained the clarity of thinking and an unusual sense of humor. In a joking way, he willingly recalled anecdotes from his rich biography. Seeing a nice, but neglected lady Doctor, he jokingly referred to his fellows – “What this science can do of a woman”. Several times Professor traveled by plane to the United States. Being really busy, he usually did not have time to collect and arrange things carefully into his suitcase. One time, at the airport in New York, Professor’s luggage disappeared, as the only one of a large group of passengers. The airport service apologized and promised to deliver the suitcase to the hotel as soon as it would be found. Indeed, after a few hours the lost luggage was brought to him. How surprised Professor must have been seeing all his things neatly folded and arranged in the suitcase. Nothing was missing. The employees of the US Secret Service apparently felt obliged to make order after searching his luggage. At an already advanced age (90 years old) he met in Świętokrzyska Street a younger, retired scientist, who, however, barely moved with the aid of crutches. He recognized Professor with difficulty, stopped and asked “Are you maybe professor Malecki?” “It’s really me.” answered friendly Professor. “And are you still alive?” at last exclaimed the scientist with an undisguised astonishment. Professor did not feel offended and humorously retold the situation to his friends.

Scientific activities of prof. Malecki covered a number of fields of acoustics, theory of vibration, and scientology. His publications concerned above all: room acoustics, architectural acoustics, protection against noise, electroacoustics, ultrasonic technique, quantum acoustics, and acoustic emission. His scientific output embraces 11 books and monographs and more than 230 articles (in part as co-authoring). Among the most important books in the chronological order are the following: Architectural Acoustics (ed. Building Research Institute, 1949), Radio and Film Acoustics (PWT, 1950), Technique of Recording and Playing Back Sounds (under the editorship, PWT, 1953), Fighting Noise in Industrial Plants (together with W. Kotloński and W. Straszewicz, PWT, 1954), Problems of Coordination of Scientific Research (PWN, 1960), Theoretical Fundamentals of Quantum Acoustics (PWN, Library of Applied Mechanics, 1972), Contemporary Acoustics and its Quantum Presentation (PAN – Ossolineum, 1975), Acoustic Emission – Sources, Methods, Applications (under the editorship, ed. IPPT PAN, 1994). The last of the above monographs was the first in the country and one of the few in the world, containing an attempt of a comprehensive presentation of the acoustic emission (AE), treated on the one hand as a physical phenomenon and on the other hand, as the research method for a wide range of applications. The most important publication of the Professor is the large monograph Theory of Waves and Acoustic Systems (PWN, 1964, 675 pages). It includes a theoretical approach to all problems of technical acoustics. Apart from the classical theory of acoustic fields and mechanical systems, the book contains original considerations of the Author. They concerned the ultrasonic technique, molecular acoustics, room acoustics, and hydro-location. This work was translated into English and published under the title Physical Foundations of Technical Acoustics (Pergamon Press – PWN, 1969, 743 pages) – (Fig. 7).

Fig. 7. View of the title page of the most important monograph by prof. I. Malecki, 1969.

A scientific activity has brought Professor a full recognition, both in the country and abroad. He received the honorable title of doctor honoris causa at Budapest University of Technology (8 September 1965), Academy of Mining and Metallurgy in Cracow (23 September 1982) and Gdańsk University of Technology (7 June 2002). The most important awards in the country included the individual Polish State Award of III degree for the experimental work on room acoustics (1952) and a II degree one for the group work in the field of ultrasonic waves propagation (1966, together with L. Filipczyński, Z. Pawłowski, and J. Wehr). In addition, Professor received the Golden Cross of Merit (1954), Crosses of the Order of the Restora-
tion of Poland: Officer’s (1957), Commander’s (1964), Commander’s with Star (1973), as well as Golden Badges SEP (1959), NOT (1966), Warsaw University of Technology (1978), and the medals of various national institutions. The most important foreign awards are French Order of Academic Palms by the Prime Minister of France (1985), Transenster medal for the scientific and technical achievements (University of Liège, Belgium, 1969), diplomas of International Societies of Non-destructive Testing – NDT (Tokyo, 1960 and Montreal, 1967), Honorary Diploma of the International Institute of Acoustics and Vibration – the IIAV (USA, Auburn University, 2003).

Professor Ignacy Malecki passed away suddenly on 12 June 2004 in Warsaw. He was buried in the Old Powązki Cemetery in Warsaw, place number 274, row 6 in the tomb of his second family Tomczycca, together with his wife Maria Tomczycka, her relatives and the son Wojtek. The monument, made according to a special project, was chiseled out from granite after the tragic death of Wojtek in the Tatra Mountains. In 2005, Professor was commemorated with a special inscription on the board for the scientists of merit, placed at the second gate (of Saint Honorata) of Old Powązki Cemetery.

The authors would like to thank Jerzy Narkiewicz-Jodko, PhD, for collecting and arrangement of the materials for the biography and scientific activities of prof. Ignacy Malecki. At the same time, the authors point out that the source materials contain numerous inaccuracies and discrepancies. They concern primarily the biographical data, dates and titles of publications. Therefore, it was necessary to verify some of the data. Wherever a version was impossible to verify, the authors assumed the most probable one.
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Sound and vibrations are often perceived via the auditory and tactile senses simultaneously, e.g., in a car or train. During a rock concert, the body vibrates with the rhythm of the music. Even in a concert hall or a church, sound can excite vibrations in the ground or seats. These vibrations might not be perceived separately because they integrate with the other sensory modalities into one multi-modal perception.

This paper discusses the relation between sound and vibration for frequencies up to 1 kHz in an opera house and a church. Therefore, the transfer function between sound pressure and acceleration was measured at different exemplary listening positions. A dodecahedron loudspeaker on the stage was used as a sound source. Accelerometers on the ground, seat and arm rest measured the resulting vibrations. It was found that vibrations were excited over a broad frequency range via airborne sound. The transfer function was measured using various sound pressure levels. Thereby, no dependence on level was found. The acceleration level at the seat corresponds approximately to the sound pressure level and is independent of the receiver position. Stronger differences were measured for vibrations on the ground.

Keywords: auditory-tactile music perception, room acoustics, transfer function measurements.

1. Introduction

This paper addresses sound and vibration during real-life situations. A typical example is the vibration perceived during an organ performance in a church. The following questions come to mind: Can vibrations be perceived even in a conventional classical concert hall during a concert performance? Do the acceleration levels exceed the perception threshold? Which dynamic range can be expected? Is there a linear relationship between the sound pressure level and the acceleration level for whole-body vibrations? How does the vibration intensity vary depending on receiver location? To answer these questions, comprehensive sound and vibration measurements were undertaken in two exemplary locations: a classical concert hall and a church.

2. Literature

The interest in multimodal reproduction has increased in the audio community over the recent years (Rumsey, 2010). Especially, the field of auditory-tactile perception has gained importance in the context of virtual environments (Altinsoy, 2012) or audio hardware (Merchel et al., 2012). However, only a few studies have been published that involve vibration measurements in a musical context. Daub (2003) measured sound and vibrations in two different venues using musical instruments as sound generators. It was therefore difficult to separate the contribution of the sound source from the transfer characteristics of the room.

A study by Simon et al. (2009) reported audio-induced vibrations in a car generated by a music sequence, which was played back via the automotive audio system. They found that high vibration levels between 50 Hz and 75 Hz were excited in the seat and floor. However, it is not clear whether this characteristic results from the spectral content of the source material. They also reported a relatively linear relationship between sound and vibration in this frequency range (a 4.5 dB increase in the bass level resulted in an approximately 4.5 dB higher acceleration level).

Abercrombie and Braasch (2010) measured structural impulse responses on different stage-floors, which were excited using a sledgehammer. They found that the acceleration level decreases and the propagation time increases with increasing distance from the source (maximum 4 m measured). Both were strongly dependent on the stage construction. Unfortunately, it is not
possible to separate air- from structure-borne vibrations in their measurements and to predict resulting vibrations in the auditorium.

For this reason, vibro-acoustical measurements in the auditorium of the Semperoper Dresden and the Lutherkirche Radebeul have been conducted.

3. Concert hall

This section discusses the relation between sound and vibration for frequencies up to 1 kHz in the Semperoper Dresden (Fig. 1). Therefore, the transfer function between sound pressure and acceleration was measured at different listening positions.

3.1. Setup

A dodecahedron loudspeaker (Outline, Globe Source with Subwoofer) was used as the sound source. It was placed on the lifted orchestra pit 4 m from the edge of the stage and 1.5 m to the side of the middle axis. Six receiver positions were selected, three in the parquet (R1–R3), one in the loge (R4) and two in the balconies (R5 and R6). This is illustrated in Fig. 2. To measure room impulse responses, a measurement microphone at ear height (B&K, 4188), a spherical microphone array and a Kemar dummy head with blocked ear canals were used. The last-mentioned recordings can be used to reproduce the opera house virtually in the lab, e.g., using wave field synthesis or binaural reproduction, to conduct perceptual experiments. In this study, only the data from the measurement microphone are used as a reference.

The measurement could only be made at night in the empty concert hall. However, compared with a situation when two-thirds of the seats are filled, the reverberation time below 2 kHz was only prolonged by 0.5 s, which resulted in an approximately 3 dB increase in the sound pressure level averaged over the receiver positions R1 to R6 (KRAAK, 1984). Typically, the stage is narrowed for orchestral concerts using moveable wall elements to build a concert dome. Because this dome was not available, the measurements were taken with the safety curtain closed. The reverberation time in both situations is very similar (KRAAK, 1984).

White noise was used as a measurement signal and reproduced via the loudspeaker. However, the sound source shows some coloration. Magnitude spectra of the resulting sound pressures at all receiver positions at ear height are shown in Fig. 3. A homogeneous energy distribution over all receiver positions can be seen. However, a strong increase toward lower frequencies is observable, which results mainly from the characteristics of the sound source. This characteristic does not distort further results because the transfer function between the sound pressure at ear height and the acceleration at different surfaces will be calculated. The influ-

Fig. 2. Seating plan of the Semperoper Dresden with receiver position R1 to R6 and position S of the sound source.

Fig. 3. Magnitude spectra (FFT 65536, 1/24th octave intensity averaging) of the sound pressure at ear height for all receiver positions.
ence of the overall sound pressure level on this transfer function will be discussed later.

To measure the vibrations at different surfaces, accelerometers (Kistler, 8636C10) were mounted to small metal plates with a 10 cm diameter and placed on the ground, on the seat and on the arm rest (see Fig. 4). The measurement position was then loaded with a person (80 kg). It should be noted that all other seats were unoccupied. The influence of a larger audience on the measured vibrations cannot be assessed easily. However, the presence of a second person in an adjacent seat did not change the results of a test measurement specifically.

3.2. Results

Figure 5 shows the transfer function between the acceleration on the ground and the sound pressure at ear height for the same measurement position. This corresponds to the difference between the acceleration level and the sound pressure level $L_{acc} - L_{SPL}$. A horizontal line at 0 dB represents equal levels for sound at ear height and vibrations on the ground. The overall sound pressure level at each measurement position was approximately 90 dB. It can be seen that higher acceleration levels were measured in many cases, especially in the parquet (R1–R3) for frequencies below 200 Hz. Interestingly, this location-dependent difference disappears at the seat surface (Fig. 6). The frequency response is relatively homogeneous over a broad frequency range with a slight decrease toward lower frequencies. Only a few positions showed isolated resonances (e.g., 100 Hz at receiver position R4).

![Fig. 4. Measurement setup with accelerometers on the ground, the seat and the arm rest.](image)

![Fig. 5. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration on the ground and the sound pressure at ear height at all receiver positions.](image)

No distinct dependence of the overall level on the distance between the receiver and source was observed, e.g., there was not much difference between the accelerations at positions R1 and R3. This indicates that the vibrations are not transmitted via the ground from the loudspeaker to the seat. It is hypothesized that the airborne sound excites the surface near the listener. To test this hypothesis, the loudspeaker was decoupled from the stage floor using a sheet of foam (55 cm x 45 cm x 16 cm). The vertical resonance frequency of this system was measured to be approximately 8 Hz, resulting in effective vibration isolation in the interesting frequency range above 50 Hz. The exemplary transfer functions at position R4 (seat) in Fig. 7 show no considerable difference with and without the isolated loudspeaker. This finding supports the hypothesis that the vibrations are excited via air-borne vibrations in the auditorium. Air-borne transmission could also explain the lower levels on the ground for positions R4–R6 due to the smaller floor areas in the balconies.

If the sound pressure level rises, the excited vibrations should grow accordingly. However, it is not clear whether there is a linear relationship between both levels. Therefore, a few measurements were taken at different sound intensities. Figure 8 shows two exemplary transfer functions at position R4 (seat) with a 30 dB difference in the sound pressure level. Both curves are...
Fig. 7. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration at the seat and the sound pressure at ear height at the receiver position R4 with and without vibration isolation of the sound source. Almost identical. This proves a linear relationship between the two physical variables, which is a prerequisite for meaningful transfer functions.

Fig. 8. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration at the seat and the sound pressure at ear height at the receiver position R4 for different sound pressure levels.

3.3. Discussion

Typical sound pressure levels in a concert hall for fully orchestrated passages are between 80 dB and 90 dB (forte), depending on the instrumentation and the room (Meyer, 2009). The fortissimo can reach average sound pressure levels approximately 10 dB higher (Weinzierl, 2008). For example, there have been measurements in the Semperoper with $L_{A1}$ from 96 dB to 98 dB for themes from Wagner’s Lohengrin (Kraak, 1984). The peak level at low frequencies can reach even higher values. Taking into account the perception threshold for sinusoidal seat vibrations, which is approximately $L_{acc} \approx 90$ dB for frequencies below 150 Hz (Merchel et al., 2011), the above measurements indicate perceivable vibrations for the forte and fortissimo parts of orchestral music. However, these vibrations might not be perceived separately because of the integration of the tactile sense with the other sensory modalities into one multimodal concert event. During subsequent concert visits to the Semperoper, the author paid special attention to music-induced vibrations and could clearly identify them during a classical concert and a jazz concert. Interestingly, other concert visitors, who had been unaware of music-induced vibrations in the concert hall before, did confirm these findings.

The measurements suggest that differences between positions and the influence of local resonances should be clearly perceivable because they are considerably larger than the perceivable difference in the acceleration level, which is approximately 1.5 dB (Forta, 2009). In addition, the dynamic range for vibration perception is quite small, which results in strongly perceived vibration intensity differences even for small changes in acceleration level. It is expected that these differences increase further between different venues. Therefore, a second measurement series was taken in a church.

4. Church

This section discusses the relation between sound and vibration in the Lutherkirche in Radebeul, a typical church build in 1892 with massive bearing walls and a stone floor. An outline of the church can be seen in Fig. 9. An organ loft is located in the back of the

Fig. 9. Floor plan of the Lutherkirche Radebeul with positions of the receivers and the source.
church. Wooden pews can be found in the nave and on the wooden galleries. Again, transfer functions between sound pressure and acceleration were measured at different exemplary listening positions.

The same method and equipment was used as in the concert hall measurement described above. The dodecagonal source S1 was placed in the organ loft to simulate organ stimulation. Various measurement positions have been selected, but only two exemplary receiver positions (R1 in the nave and R2 in the gallery) will be discussed here.

4.1. Setup

Again, different microphone setups were used to record various room impulse responses. Additional vibration impulse responses were measured on the ground, foot rest, seat and back rest of the wooden pews using accelerometers (Kistler, 8636C10). This is illustrated in Fig. 10. The measurement position was then loaded with the same person (80 kg) as before.

Fig. 10. Measurement setup with accelerometers on the ground, foot rest, seat and back rest.

4.2. Results

Figure 11 plots the transfer function between acceleration on the ground and the sound pressure at ear height for the same position. The acceleration on the ground, which is excited by the sound, differs significantly between positions, due to the massive stone floor in the nave and the wooden construction of the gallery. Again, a broad vibration spectrum is excited with a slight roll-off toward lower frequencies.

This frequency spectrum differs completely for measurements at the foot rest, a long wooden board which is mounted only at its ends. Figure 12 shows strong resonances for foot rest vibrations at both receiver positions. This resonance pattern is also dependent on the position of the accelerometer along the board, which is not plotted here. The acceleration level varies considerably with frequency; however, the overall level is similar in both conditions.

Fig. 11. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration on the ground and the sound pressure at ear height in the nave and in the gallery.

Fig. 12. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration at the feet and sound pressure at ear height in the nave and in the gallery.

Comparable levels at both positions were also measured at the seat (see Fig. 13) and back rest. Compared with the concert hall, the overall acceleration level at

Fig. 13. Transfer functions (FFT 65536, 1/24th octave intensity averaging) between acceleration at the seat and the sound pressure at ear height in the nave and in the gallery.
the seat is significantly higher. This might be due to the missing seat upholstery and the large continuous surfaces, which can be excited by the sound more intensively.

Similar to the concert hall, no change of the transfer function was found when the subwoofer was decoupled from the ground, supporting the hypothesis of the dominance of airborne vibrations in the auditorium. There was also no dependence on the overall sound pressure level, confirming the linear relationship between sound pressure and acceleration discussed before.

4.3. Discussion

Organ-generated sound pressure levels in a church can be quite high. A sample sequence with a significant low-frequency content (Max Reger, Introduktion d-Moll) performed by organ player Gottfried Trepte in the Lutherkirche Radebeul reached sound pressure levels of 90 dB(A) at both receiver positions. Clear-to-strong vibrations (100 dB) were excited most of the time in a broad frequency range.

5. Conclusions

It was shown that sound can excite perceivable surface vibrations. It can also be seen that our experience with audio-induced vibration can vary heavily. Even within one venue, the vibration intensities and frequency spectra are strongly dependent on the listener position. However, the measured sound-induced vibrations are only exemplary in nature.

The measurements reveal nothing about the perceived quality of such music-induced vibrations. No ideal sound-to-vibration transfer function can be deduced. To identify which vibrations are favorable, comprehensive listening tests are necessary, such as those described by MERCHEL and ALTINSOY (2008) and MERCHEL and ALTINSOY (2009). If an ideal sound-to-vibration transfer function exists, it might be possible to improve the concert experience by modifying vibrations through architectural changes or artificial generation. The latter case is especially interesting for audio reproduction systems but could improve the music experience even in a classical concert. It is expected that vibrations have a strong influence on the listener’s presence or envelopment – parameters which are of vital importance for the quality of concert halls (CERDÁ et al., 2012).
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As a consequence of recent implementations of EU Directives related to noise protection more and more students of various AGH-UST programs are introduced to the basics of acoustic measurements. Students at various levels of theoretical background in the field of acoustic measurements are offered practical training in measurements using digital sound analyzers. The situation would be optimal if each student could have a device at his/her own disposal. Unfortunately, such a situation is not possible at the moment because of various reasons.

With the above problem in mind, a dedicated software package has been developed, implemented in the LabVIEW environment, which allows detailed studies of problems related to the acoustic signal measurement using sound level meters, as well as tasks in spectral analysis (1/1 and 1/3 band filters) and narrow-band (FFT) analysis. With such organization during the introductory laboratory classes each student is offered a direct individual contact with a virtual device that is properly pre-programmed for realization of a well-constructed learning process. It definitely facilitates understanding of the essence of acoustic signal measurements and provides a good basis for further laboratory work carried out as a team-activity.

Keywords: LabVIEW, acoustics, sound level meters, microphones, free-field investigation, frequency responses.

1. Introduction

Because of the recent implementation of EU directives, which put a special emphasis on the noise protection problems, there is a growing need for education and training of students in that field. At AGH-UST, in addition to the specialized classes for students of the Vibroacoustics program, there are many classes for students with a much weaker background in acoustics (e.g. from Mining or Geology Departments). Even after listening to the lectures on Acoustic Metrology, the practical measurements of the acoustic signal and their interpretation often seem to present serious problems for these students.

Laboratory activities related to acoustic measurements have to start from a general introduction covering the metrological features and functioning of sound level meters. Only after such introduction the student can start the routine acoustic measurements (e.g. in their work environment or external locations), or some more specialized tasks (e.g. measurements of the acoustic power, reverberation times etc.). It would be optimal if every student could have a separate measuring instrument at his/her disposal. Individual execution of the measurement exercises by each student adds much to the effectiveness of the learning process. Unfortunately, because of the rapid growth in the number of laboratory groups and the number of students in each group and because of considerable cost of professional devices for sound measurement such a situation is not expected to happen in the near future.

At present, in the Polish technical practice the predominant share of professional equipment for acoustic measurements consists of devices made by two Polish companies: Svantek and Sonopan, as well as two well-known global brands: Danish Brüel & Kjær and the Norwegian Norsonic. Most frequently those devices are digital sound analyzers with built-in sound level meters whose individual cost is very high – ca. several thousands of Polish zlotys. The detailed price depends on the included software and the number of additional functions of the device.
A professional sound level meter must conform to the Polish standard PN-EN 61672 (2005) and is subject to legal metrological verification – obligatory type approval according to the regulation of the Polish Ministry of Economy (2007). At present, the cheapest professional devices conforming to the above-mentioned requirements are produced by the Sonopan company. It manufactures only sound level meters with a function set conformant to the function set required by the standard PN-EN 61672-1 (2005) and the government regulation by the Polish Ministry of Economy (2007). Still the cost of such a device exceeds many times the prices of non-professional devices made in China, like AZ8921 or Monacor SM-2. The Chinese devices include the manufacturer’s declaration of conformity to the standard PN-EN 61672-1 (2005) which is printed on their cases. There are also companies that issue calibration certificates for such devices. The combination of price, declaration of conformity, and/or calibration certificate creates a situation when these devices are frequently purchased, used, and even applied for the teaching practice. Only those well aware of the regulations related to the legal metrology and professional measurement are able to evaluate the actual value of such devices. In practice these measuring devices do not conform to many standard and legal requirements and cannot be calibrated by standard methods (PN-EN 61672-3, 2007). Thus, one cannot ensure the reliability of the results obtained from such measurements.

The problems with the lack of availability of a sufficient number of professional sound level meters and that prevents an effective realization of laboratory activities have lead to the concept of implementation of an educational sound level meter in the LabVIEW environment. We decided to use LabVIEW because its functionality and exibility has been proved in many different research studies (Trojanowski, Wiciak, 2010; Barański, Batko, 2011). An attempt has been made to construct and implement a laboratory measurement setup which could offer the students a possibility to gain a thorough and more detailed knowledge of the problems related to the acoustic signal measurement using sound level meters, as well as frequency band analysis (1/1 and 1/3 octave filters) and narrow-band Fourier analysis (FFT). The software package written for the above-mentioned measurement setup has been labeled as LVSLM_EDU_v1 (shortened from: LabVIEW\Sound_Level_Meters\EDUCation\version1). The actual implementation is based on the solution presented on 15th International Conference Noise Control 2010 (Barański R., Low Cost Sound Level Meter Based On LabVIEW).

The software presented on 15th International Conference Noise Control 2010 has been subject (in combination with the soundcard of Dell E1405 laptop computer) to the tests that are routinely applied to professional sound level meters during their periodical check-ups, according to the standard PN-EN 61672-3 (2007) and respective measurement procedures used in the Laboratory of Vibroacoustics (Wszolek, Klaczynski, 2008). The results of those professional tests for such an unprofessional measuring device have been found to be quite satisfactory and enhanced the authors’ motivation to a further activity in the proposed direction.

The present paper describes the effects of adaptation of the above-mentioned software to the requirements of teaching practice and detailed investigations of microphones used for the computerized measurements. Due to implementation of the LVSLM_EDU_v1 software each student (each of 15 people in a laboratory group) will be able to have a separate device for his/her own use. Visualization of selected problems will definitely facilitate the process of assimilation of the necessary knowledge related to acoustic measurements.

2. The software concept – basics of acoustic measurements

After assimilation of the basic ideas related to the acoustic phenomena the students proceed to studying devices used for acoustic measurements and respective measurement methods. The basic concepts used in the introduction are: sound (and the related subjective impressions), acoustic pressure (and the decibel scale), sound spectrum, acoustic field and types of acoustic signals. The basic knowledge regarding measuring devices has to include the sound level meter, measurement microphone, and band filters. If this basic knowledge is purely theoretical the student, after laying his/her hands on the device (at present often an advanced digital sound analyzer), will carry out measurements without actually knowing what he/she is doing at the moment. There are some digits flashing on the display of the device that in most cases are rather hard to understand and properly interpret. Therefore, it is very important that the freshly acquired theoretical knowledge is instantly implemented in practice. Namely, the student should instantly “feel, hear, and see” the effects of the device's settings on the measurement results.

The practical teaching experience of the authors of the present work indicates that the best effects in teaching sound level measurements are achieved by a simultaneous presentation to the students of both analog and digital meters. In such a situation students more promptly acquire the proper way of configuring the device in the context of a specific type of measured signal.

The learning process referring to the scope of the basic ideas used in the acoustic measurements has to start from an introduction to the sound level meter and the following actions:
• switching the device on (various solutions in various device types by various manufacturers sometimes make the process not-so-simple),
• setting the proper measurement range,
• setting the proper frequency weighting (A, C, LIN/Z),
• setting the proper time weighting (Fast, Slow, Impulse),
• configuration of the measured (and/or read-in) parameters of the measured quantity (momentary effective value SPL, maximum sound level, minimal sound level, peak-value sound level, equivalent sound level, sound exposure level),
• setting up the measurement time,
• device calibration using a reference sound source (acoustic calibrator) to the sound level declared by the manufacturer of a given device, in its reference range (if the device offers more than one measurement range).

Understanding of the dependence between the measurement results of individual parameters shown by the device and the generated and simultaneously heard acoustic signal is more easily gained when the analog indicator scale is observed. Thus, students learn faster how to set up properly the time characteristics or the measurement range.

Also, a visual presentation of the spectral analysis of simple signals (noise) without any correction curve (LIN/Z) followed by the same presentation with specific frequency weightings (A, C) leads to a fast comprehension of the effects of frequency characteristics on the measurement results and the connection between the correction effects and the human subjective impressions.

The decibel scale and understanding of the dependence between an equivalent value of the sound level and a momentary measured value are also frequently difficult to grasp for students. This is much easier to understand if the knowledge is presented in a visual mode.

Only when the student comprehends the above-mentioned basics of measurements, when his/her knowledge has been verified by practical measurements of various signal types under the supervision of a teacher, he/she is ready for the individual (in practice in a student’s group) laboratory practice dedicated to specific types of measurements (e.g. traffic noise, industrial noise, acoustic power).

Implementation of the educational sound level meter in the LabVIEW environment (appended by the signal spectral analysis and FFT functions) allows the student to study in detail the properties of sound level meters and perform simple, evaluating measurements on his/her own using a dedicated computer setup.

3. Educational setup – VSLM_EDU_V1 software package

The main objective of the elaborated software for simulating functioning of a sound level meter, spectral analysis, and narrow-band frequency analysis is to prepare the user for working with real, professional measuring devices. Therefore, the program is equipped with the most frequently used measurement functions encountered in standard digital sound analyzers.

The student equipped with a PC computer with the LVSLM_EDU_V1 software, soundcard, microphone, and a set of headphones for monitoring the generated signals, can easily and without excessive costs study the basics of acoustic measurements and signal analysis. The software allows the analysis of exemplary acoustic signals selectable from a pull-down menu (e.g. real recordings of the traffic noise, industrial room environment noise) and the analysis of signals received by a microphone in the actual laboratory environment (e.g. signals generated by the extra equipment used by the supervising teacher).

Such a solution allows direct observation of the reaction and reading changes on the virtual measuring device caused by an arbitrary acoustic signal registered by the measuring system. Practical experience suggests that such a visual presentation provides the fastest progress in understanding the work of a professional sound level meter.

The authors of the paper, being aware of the errors occurring in the readings of the virtual meter, have carried out a series of tests concerning the accuracy analysis of the results obtained from a virtual instrument based on a low-cost soundcard and a microphone routinely used in standard measurement solutions. The results of the electrical tests executed by measurement procedures (WSZOLEK, KLACZYŃSKI, 2008) conformant to the standard (PN-EN 61672-3, 2007) have been presented on 15th International Conference Noise Control 2010. The acoustic studies of low-cost, generally available microphones dedicated to the present measurement setup are described in Sec. 5 of the present paper.

4. Description of the LVSLM_EDU_v1 application

The LVSLM_EDU_v1 program has been developed in the LabVIEW 2010 (32-Bit) environment (LabVIEW 2010, Help, National Instruments Corp., 2010). Additionally, functions implemented in the Sound and Vibration Toolkit ver. 2010 (NI Sound and Vibration Measurement Suite, 2009) have been used. The main application window of LVSLM_EDU_v1 is shown in Fig. 1. Further-on the complete computer measurement setup together with the necessary software will be labeled as a single term “measuring device”.

R. Barański, G. Wszołek – Educational Implementation of a Sound Level Meter...
Fig. 1. Main application window of LVSLM_EDU_v1.

The main application window has been split into four sections: SIGNAL, SETTINGS, ACOUSTIC PARAMETERS, SPECTRA (see Fig. 1). Each panel (excluding the SIGNAL) reflects the basic measurement functions implemented in the sound level meter and its enhancements covering the spectral and narrow-band signal analyses.

Additionally, the main window includes two buttons executing respectively switching the meter on and off (START/STOP) and closing the main application window (Exit program).

4.1. The “Signal” section

In order to ensure the ability to simulate the functioning of a real device the virtual meter has been prepared to operate with several signal types, both simulated and real (Fig. 2).

The list of signal types that can be analyzed by the virtual meter looks as follows:

- sinusoidal signal,
- sinusoidal + pseudorandom signal (Gaussian noise distribution),
- pink noise,
- traffic noise (registered in the Mickiewicza alley in Kraków),
- industrial noise at a construction site (work of an excavator and pneumatic hammer).

For every generated signal type there is a possibility of changing the settings (parameters like amplitude and/or frequency).

The last option in the SIGNAL section is the MEASUREMENT. It allows registration of the sounds present in the local neighborhood, using the computer’s soundcard and a connected external microphone.

4.2. The “Settings” section

The panel of the SETTINGS section is shown in Fig. 3. That section is used for a proper configuration of the measurement session i.e.:

- Setting the proper time weighting (Fast, Slow, Impulse),
- Selection of the measured and read-in parameters of the measured quantity (momentary effective value SPL, peak-value sound level, equivalent sound level),
- Activation of the proper frequency weighting (A, C, LIN/Z),
- Selection of the averaging type (Linear, Exponential),
• Calibration of the device using a reference sound source (acoustic calibrator).
• Selection of the frequency bandwidth for spectral analysis.

Fig. 3. Window of the SETTINGS section configuration.

In the central part of the SETTINGS section the analog and digital indicators are located, which is a direct reference to the indicators on the sound level meters – both in the analog (pointer on a scale) and digital (a window displaying the results in dB) versions. Such a visual presentation of changes of the measured quantity (by both pointer movement and changing digits) allows the students to observe the effects of setting the respective time characteristics (Fast, Slow, Impulse) on the measurement results. It also allows a direct observation of establishing the equivalent level \( L_{eq} \) or momentary value of Sound Pressure Level (SPL) for the analyzed signal.

An essential element is the averaging used in the process of calculating the \( L_{eq} \) value. The available averaging modes Linear or Exponential are restarted automatically after each initiation of the measurement or manually by using the restart averaging button.

Since the device offers the ability to perform measurements with an arbitrary type of a soundcard plugged into the computer, a dedicated element has been implemented, responsible for the calibration of the measuring system. For that purpose a special calibration correction, specified in dB, is taken into account in the signal processing line. During the system calibration, using a professional acoustic calibrator (e.g. B&K type 2231), the student specifies the proper correction value, so that the LVSLM_EDU_v1 software can adjust the result to the proper calibration value (e.g. 94 dB). In order to ensure a proper calibration of the signal processing line, a special matching adapter has been prepared, matching the atypical microphone size to the housing in the professional calibrators. The authors of the paper are fully aware of the importance of matching the proper adapter to the calibrator. It has been proved that the adapter directly affects calibration results. However, for educational purposes, the accuracy of calibration described above is quite sufficient. The calibration procedure itself is intended to develop in students the habits of professional measuring personnel – the awareness of performing the device calibration before and after measurements.

4.3. The “Acoustic Parameters” section

That section allows observation of the history of changes for the basic parameters used in the current acoustic measurement, like \( L_{eq} \), SPL, or Peak (Fig. 4). Such a presentation offers the user the possibility to understand the differences in calculation of these three parameters. Additionally, by comparison it is easy to notice how the parameters influence each other and what the possible consequences of this are.

Fig. 4. Window of the ACOUSTIC PARAMETERS section.

The best example is provided by observation of the strong effects of a very high momentary SPL value on the values of \( L_{eq} \) and their changes in consecutive averaging results.

4.4. The “Spectra” section

That section allows observation of the history (Fig. 5). In order to introduce the student to identification of individual characteristic frequencies in the analyzed signals, a separate FFT tab allows observation of Fast Fourier Transform (FFT) analysis results. It is particularly useful in the analysis of signals with strong monoharmonic components like those during the calibration of the measurement system. Another tab called Octave allows presentation of the frequency spectrum of the analyzed signal using the octave filters (1/1 octave) or tertiary filters (1/3 octave).

The program allows presentation of the frequency spectra of the analyzed signal, calculated with various frequency weightings A, C, or LIN. The user is offered the choice to switch on/off an arbitrary frequency correction characteristic.
5. Examination of the microphones in free field

As mentioned before the tests of the implemented sound level meter SLM_LV, which provided the basis for the development of the LVSLM_EDU_v1 software, have been presented on 15th International Conference Noise Control 2010. They have been carried out according to Sec. 3 of the standard PN-EN 61672 dedicated to the periodical check-ups. They did not include determination of the frequency response of the implemented device or examination of the microphones.

The present paper describes the examination of two types of widely available low-cost microphones that can be used in the described educational measurement setup. Because they are not measurement microphones, conformant to the standard – they cannot be examined using typical indirect methods (e.g. by electrostatic actuator method) according to the above-mentioned standard (PN-EN 61672-3, 2007) or dedicated standards for calibration of measurement microphones (PN-EN 61672-3, 2007). The microphones had to be examined in free field conditions (in anechoic chamber), by a direct determination of the frequency response of a given microphone or the whole meter.

Examinations have been carried out for two types of microphones: MM10 and Digitus. Figure 6 presents the overall view of the whole measurement setup in the anechoic chamber.

The microphones have been tested according to professional rules applied for determination of device characteristics during acoustic measurements in free field conditions (Wszolek, Engel, 2004; Engel, Wszolek, 2004; Wszolek, Barwicz, 2007; Wszolek, 2008). During the tests, fully professional equipment has been used including a measurement system used for calibration of acoustic devices, based on the PomAk (Wszolek et al., 2006) computer program. An LW2 class microphone – Brüel & Kjær type 4191 – was used as the reference (standard) one.

In order to determine the “averaged” frequency characteristics for the examined microphones, 11 pieces of each microphone type have been examined. During the microphone tests the integrated soundcard of a Lenovo laptop computer has been used as a preamplifier. The installed ASIO drivers were responsible for transferring the signal to the headphone outputs where further analysis took place. The microphone characteristics have been determined for 0° wave incidence angle.

Figure 7 presents the average frequency response for both types of microphones. The figure also includes the tolerance limits for frequency characteristics of class 2 sound level meters, conformant to the requirements of part 1 of the standard PN-EN 61672 (2005).

The microphone characteristics can be subject to small changes due to the detailed features of its conne-
tion to the measurement system (the soundcard). However, the results of the study seem to be satisfactory and there are no objective arguments precluding such low-end microphones from being used in education-dedicated laboratory setups.

6. Conclusions

The present work is a continuation of the study presented on 15th International Conference Noise Control 2010. It describes the effects of adaptation of a specialized software developed in the LabVIEW environment for educational applications. The presented computer-based measurement setup is intended to offer the students a thorough and more detailed understanding of the problems related to acoustic signal measurements using sound level meters and frequency band analysis (1/1 and 1/3 octave filters), as well as the narrow-band Fourier analysis (FFT).

The concept of elaboration of such a virtual measurement setup has been born during the teaching activities in the Chair of Mechanics and Vibroacoustics, namely, during the laboratory classes with students with strongly varying levels of theoretical knowledge in the field of metrology and acoustics. Most frequently, the knowledge concerning the acoustic metrology is not sufficient for its correct implementation in practice. The flaws in proper understanding of the basic concepts and errors in a practical configuration of a sound level meter (setting the time constants and meter calibration) result in errors during execution of measurement and further interpretation of the results.

During the laboratory activities the actual number of students taking an active part in the measurement is limited because of the small number of available measuring devices, while the number of people in the laboratory groups is growing. In consequence, after completing the laboratory class, the majority of students still do not possess the necessary skills in operating the sound level meter at a competence level necessary for carrying out sound measurements (both routine and more specialized ones) and proper interpretation of the results.

Application of the LVSLM_EDU_v1 virtual sound level meter with the implemented additional measurement functions will allow a wider number of students to have an individual contact with the measuring device starting from the first introducing laboratory class. The educational scope of the described application covers the necessary knowledge in the field of acoustic metrology. Understanding and internalization of the concepts, practical knowledge of the device settings and its calibration will definitely have positive effects during the following classes and performing of specific sound measurement (e.g. in external environment, on a specific working post, determination of the acoustic power of devices etc.). The laboratory classes can be organized using standard PC computers available in the computer rooms used for teaching information technology.

The proposed software is dedicated purely to educational purposes. The important part is to inform the users that the software cannot replace any professional measuring devices in the same way as professional measuring devices cannot be replaced by low-cost, non-professional devices for sound measurements that do not conform to the requirements of the respective legal acts and standard regulations.
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We present a highly efficient filter structure to create power-complementary filter pairs for phantom source widening. It either introduces frequency-dependent phase or amplitude differences in a pair of loudspeaker signals. We evaluate how the perceptual effect is influenced by off-center listening positions in a standard loudspeaker setup. The evaluation of the phantom source widening effect is based on measurements of the inter-aural cross-correlation coefficient (IACC), which is justified by its pronounced correlation to the perceived phantom source width in prior listening test results.
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1. Introduction

A pair of loudspeakers symmetrically arranged with regard to the listener and driven by the same signal evokes a perceived auditory event in the middle between the loudspeakers. The location of this auditory event, the so-called phantom source (Wendt, 1963), is generally known to be influenced by time-delay and/or level differences of the loudspeaker signals (Wendt, 1963; Plewa, Kleczkowski, 2011). In general, it appears to have a width (Kin, Plaskota, 2011) that can be different to the width of a real sound source (Zotter et al., 2011). The literature about (pseudo-)stereophony (Gerzon, 1993; Schröder, 1958; Orban, 1970b), stereo decorrelation (Kendall, 1995; Potard, Burnett, 2004; Boué, Kyriakakis, 2004), and parametric spatial audio (Lahtinen et al., 2012; Potard, 2006; Szczerba et al., 2011) describes that nonuniform amplitude differences or phase differences over frequency are suitable for controlling the phantom source width. Phantom source widening provides a way of shaping the spatial salience of a sound signal with only little effect on its location, reverberation, or coloration.

A recently presented sinusoidal-phase all-pass method (Zotter et al., 2011) could be tested in varying parameters. It seemed to be quite efficient and effective according to listening tests that were done at the central listening spot. Moreover, a pronounced negative correlation between perceived source width and the inter-aural coherence (measured by the inter-aural cross-correlation coefficient, IACC) could be experimentally proven. Nevertheless, the question remains how good the method works for outside the central listening spot and how much audible spectral corruption is produced.

Among the known methods, not all are phase-based. The known amplitude-based approaches are not similar to the phase-based method (Zotter et al., 2011) in various ways (response structure, computational efficiency, power-complementarity). If a more similar amplitude-based phantom source widening algorithm was found, it would be useful to pose the question, whether amplitude-based or phase-based widening would be favorable.

This article therefore reviews suitable deterministic phantom source widening strategies in Sec. 2 with regard to their differences, considering computational effort, power-complementarity, and phasiness documented by Gerzon (1993). A further simplified version of the phase-based method from (Zotter et al., 2011) is presented in Sec. 3, making its implementation easier and its highly efficient nature clearly obvious. As alternative, Sec. 4 presents a novel amplitude-based method that uses the same filter structure as the phase-based one and re-uses its coefficients. Section 5 is a review of the experimental results from (Zotter et al., 2011) and the IACC as a predictor, and it discusses the dependency of the IACC on the inter-channel cross-correlation coefficient (ICCC). The prediction is applied to laterally shifted listening positions in Sec. 6 with both the phase-based and amplitude-
based method, using the IACC (ISO, 2009) measured with a dummy head. Hereby, the question can be dealt with, how good both phantom source wideners work in comparison to each other and outside the central listening position. Additionally, Sec. 6 observes in how far the algorithms introduce perceivable spectral corruption by measuring composite binaural third-octave level deviations. The deviations from the levels of the unaltered phantom source indicate possible coloration effects.

2. Review of phantom source widening filter pairs

**Raised cosine filter responses** are surprisingly simple to achieve. A straightforward implementation is done as a pair of discrete-time systems. In the z-transform domain, a delay by a positive time-shift $\delta(t - T)$ is written as $z^{-N}$ (OPPENHEIM et al., 1999), with $N = T f_s$, the adjustable time-delay $T$, and the sample rate $f_s$,

$$H_{1,2}(z) = \frac{1}{2} \pm \tilde{\phi} \left[ z^N + z^{-N} \right] \quad (1)$$

and eventually yields the linear time-invariant (LTI) frequency responses of a raised cosine with a pair of signs

$$H_{1,2}(\omega) = \frac{1}{2} \pm \tilde{\phi} \cos(\omega T). \quad (2)$$

To avoid out of phase signals, the parameter $\tilde{\phi}$ should be used within the interval $-1/2 \leq \tilde{\phi} \leq 1/2$. Although this filter pair would produce widened phantom sources, it is not surprising that it was not discussed a lot. Its result is perceived as severely corrupted and colored when $|\tilde{\phi}|$ is close to one half. This is largely because the frequency responses are only amplitude complementary, $H_1(\omega) + H_2(\omega) = 1$, but not power-complementary.

The so-called Lauridsen network (SCHRÖDER, 1958; ORBAN, 1970a,b) is another simple pair of comb filters aiming at creating a widened phantom source. Combining positive and negative time-shifts with different signs, the pair of Lauridsen filters

$$H_{1,2}(z) = \frac{1}{2} \left[ z^N \pm z^{-N} \right] \quad (3)$$

has Fourier transforms that are obtained after inserting $z = e^{i\omega T}$, $N = T f_s$, and applying Euler’s identities

$$H_1(\omega) = \cos(\omega T), \quad H_2(\omega) = i \sin(\omega T). \quad (4)$$

These filters are LTI and power-complementary,

$$|H_1(\omega)|^2 + |H_2(\omega)|^2 = 1, \quad (5)$$
due to $\cos^2 + \sin^2 = 1$. One could expect that their effect is less annoying. However, this is not the case: their effect was perceived as even more annoying. GERZON (1992) reported it to be phasey and assumed that this is due to the phase shift of $90^\circ$ between the filter responses.

**Frequency-dependent amplitude variation** that is time-invariant has been considered by GERZON (1992, 1993) in order to reduce the effects of phasiness. Among various other phase-based, even time-variant methods he proposed, this is done by a frequency dependent and power-complementary amplitude variation between the channels using the parameter $-\pi/4 \leq \tilde{\varphi}(\omega) \leq \pi/4$

$$H_1(\omega) = \cos(\pi/4 + \tilde{\varphi}(\omega)), \quad H_2(\omega) = \sin(\pi/4 + \tilde{\varphi}(\omega)). \quad (6)$$

Gerzon noted that this part of his idea would be more complicated to implement than all-passes. The impulse responses need to be made causal and would tend to be long. In his opinion, the curve $\tilde{\varphi}(\omega)$ should describe a to-and-fro contour on a Bark frequency scale.

**Frequency-varying Vector-Base Amplitude Panning** (Pulkki, 1997; LAITINEN et al., 2012) on a pair of loudspeakers located at $\pm \alpha$ can be expressed by Eq. (6) using energy-normalized panning (tangent law, Pulkki (1997)). The angle $\tilde{\varphi}(\omega)$ is dependent on the panning angle that lies between the loudspeakers $-\alpha \leq \varphi(\omega) \leq \alpha$.

$$\tilde{\varphi}(\omega) = \arctan \left\{ \frac{\tan[\varphi(\omega)]}{\tan \alpha} \right\}. \quad (7)$$

LAITINEN et al. (2012) proposed to employ a triangular panning curve over frequency, which lies between $-\tilde{\varphi}(\omega) \leq \varphi(\omega)$ and has a random starting parameter $\varphi_0$ for low frequencies,

$$\varphi(\omega) = \tilde{\varphi} \left[ 1 - \frac{2}{\pi} \arccos[\cos(\omega T + \varphi_0)] \right]. \quad (8)$$

Normally implementations of the resulting frequency responses are done by employing block convolution, which allows full freedom of adjustment, considering the width parameter $\tilde{\varphi}$, the loudspeaker angles $\pm \alpha$, and the parameter for the zero frequency $\varphi_0$. If only two loudspeakers are used, the curve $\varphi(\omega)$ is limited to lie between $-\alpha \leq \varphi(\omega) \leq \alpha$. However, if more than one loudspeaker pair is available, the curve $\varphi(\omega)$ may run throughout a single loudspeaker pair. Nevertheless, the implementation of such elaborated real-valued, all-positive linear-phase filters requires a certain level of computational complexity.

**All-pass approaches with frequency-dependent phase or time-delays** were proposed by various authors (ORBAN, 1970a,b; GERZON, 1992, 1993; KENDALL, 1995; POTARD, BURNETT, 2004; BOUÉRI,
KYRIAKAKIS, 2004; POTARD, 2006) who applied IIR all-passes or random-phase Fourier-based FIR filters. A recent work (ZOTTER et al., 2011) investigated a sinusoidal-phase all-pass with a sparse and efficient FIR implementation in the time-domain. Hereby, a static cosine contour of the inter-channel time-delay with regard to frequency was achieved, which reliably and efficiently produced widened phantom sources. Due to the convincing results of the listening test, this method is a reference here, and it will be simplified to a reasonable approximation in the following section.

3. Phase-based: efficient sinusoidal phase all-pass pair

The widening method in ZOTTER et al. (2011) inserts a cosine-modulated inter-channel time-delay with the periodic modulation interval of \( \Delta f = 1/T \) over frequency and a peak magnitude of \( 2\hat{\tau} \) between the pair of channels. Despite the algorithm applied the time-delay modulation depth \( \hat{\tau} \) as a parameter, a closer inspection of the listening test results in Sec. 5 reveals that rather the phase modulation depth \( \hat{\phi} = \hat{\tau}/T \) is a relevant parameter. In particular, the width indicated by the listeners and the IACC was related to the product \( \hat{\tau} \Delta f = \hat{\tau}/T = \hat{\phi} \), see also Table 1. Therefore \( \hat{\phi} \) is favored as parameter here, also because it appears to control the ICCC independently of the time-delay T.

Table 1. Parameters for both phase-based and amplitude-based widening, resulting identical ICCC and IACC\(_{E3}\) values for the central listening position.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \Delta \hat{\phi}_{\text{max}} = 2\hat{\phi} )</th>
<th>( \Delta \hat{L}_{\text{max}} )</th>
<th>ICCC</th>
<th>P: IACC(_{E3})</th>
<th>A: IACC(_{E3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.0°</td>
<td>0.0 dB</td>
<td>1.0</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>0.31</td>
<td>35.6°</td>
<td>5.8 dB</td>
<td>0.9</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>0.45</td>
<td>52.0°</td>
<td>9.3 dB</td>
<td>0.8</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>0.57</td>
<td>66.3°</td>
<td>13.6 dB</td>
<td>0.7</td>
<td>0.58</td>
<td>0.57</td>
</tr>
<tr>
<td>0.66</td>
<td>77.2°</td>
<td>19.0 dB</td>
<td>0.6</td>
<td>0.50</td>
<td>0.48</td>
</tr>
</tbody>
</table>

The FIR responses from ZOTTER et al. (2011) use cylindrical Bessel functions and are re-written in the \( z \)-transform with \( J_{-l}(\hat{\phi}) = (-1)^l J_l(\hat{\phi}) \) and \( N = T f_s \),

\[
H_{1,2}(z) = \frac{1}{\sqrt{2}} \sum_{l=0}^{\infty} J_l(\hat{\phi}) \left[ z^{\pm IN} + (-1)^l z^{\mp IN}(1 - \delta_{l,0}) \right].
\]

The Kronecker delta \( \delta_{l,0} \) was inserted to avoid a factor of two for \( l = 0 \); it is zero for \( l \neq 0 \) and 1 otherwise. The Fourier transform of the equation was demonstrated in ZOTTER et al. (2011) and simply is

\[
H_{1,2}(\omega) = \frac{1}{\sqrt{2}} e^{\pm \hat{\phi} \sin(\omega T)}.
\]

The impulse responses are sparse and real-valued, and with small arguments \( \hat{\phi} \leq \pi/2 \), the infinite sum can be easily truncated. According to the appended series expansion Eq. (23), the filter pair is simplified with reasonable accuracy by the equation

\[
\sqrt{2} H_{1,2}(z) = g_0 + g_1 \left[ z^N - z^{-N} \right] + g_2 \left[ z^{2N} + z^{-2N} \right]
\]

with the weights

\[
g_0 = 1 - \frac{\hat{\phi}^2}{4}, \quad g_1 = \frac{\hat{\phi}}{2} - \frac{\hat{\phi}^3}{16}, \quad g_2 = \frac{\hat{\phi}^2}{8}.
\]

Figure 1 shows the signal flow graph for causal phase-based phantom source widening applied on a mono signal, and its frequency responses are depicted in Fig. 2. The power \(|H_1|^2 + |H_2|^2\) of the simplified filter pair deviates from unity by less than 0.1 dB, which

![Fig. 1. Signal flow graph of a simplified and causal phase-based phantom source widener with extremely low computational demands. Suitable weights \( g_l \) are specified in Eq. (12) and \( N = T f_s \).](image)

![Fig. 2. The nearly constant power \(|H_1|^2 + |H_2|^2\) and magnitudes \(|H_{1,2}|\) in dB are shown, and the sinusoidally varying phase responses \( \angle H_{1,2} \) of the parametric phase-based widening filters of Eqs. (11) and (12) for all \( \hat{\phi} \) settings in Table 1. The frequency period \( 1/T \) is adjusted by \( T = N/f_s \).](image)
is considered to be sufficiently small (KARJALAINEN et al., 1999). The frequency period of the sinusoidal phase is adjustable by the time-delay as \( 1/T \).

4. Amplitude-based: efficient cosine of raised cosine pair

A simple way to obtain a power-complementary zero-phase filter for widening would be to apply the square root to the raised cosine filter Eq. (1), see appended Eq. (24). A similar power-complementary response pair that is easier to approximate is obtained by insertion of \( \tilde{\varphi} = \phi \cos(\omega T) \) into Eq. (6), which yields

\[
H_{1,2}(\omega) = \cos \left[ \frac{\pi}{4} \pm \tilde{\varphi} \cos(\omega T) \right].
\]  

(13)

This response pair is related to the phase-based one of Eq. (10) as formulated in the appended Eqs. (25) and (26), and it is therefore surprisingly simple. As Eq. (9), it also involves the Bessel functions as coefficients

\[
\sqrt{2} H_{1,2}(z) = \sum_{l=0}^{\infty} J_l(\tilde{\varphi}) \sqrt{2} \cos \left( \frac{\pi}{4} \pm \frac{\pi}{2} l \right) \cdot \left[ z^{lN} + z^{-lN}(1 - \delta l,0) \right],
\]  

(14)

but now two sign alteration patterns \((+,+,--), (+,-,-+), (-,+,-+), \ldots\) expressed by \( \sqrt{2} \cos \left( \frac{\pi}{4} \pm \frac{\pi}{2} l \right) \) equally determine the signs of the symmetric delays \( z^{\pm lN} \). Because this is the only difference, the infinite sum is truncated as in the section above, and the coefficients are approximated with Eq. (12),

\[
\sqrt{2} H_{1,2}(z) = g_0 \mp g_1 \left[ z^{N} + z^{-N} \right] - g_2 \left[ z^{2N} + z^{-2N} \right].
\]  

(15)

Note that also the filter structure is exactly the same as for the phase-based method, and it even creates the same decorrelation, see appended Eq. (28).

Figure 3 shows a causal signal flow graph for the new amplitude-based method of phantom source widening applied on a mono signal. The frequency responses are depicted in Fig. 4 and exhibit the deviation from a power-complementary response by less than 0.1 dB, as before. There is a curve for each \( \phi \) value of Table 1.

Fig. 3. Signal flow graph of an efficient and causal amplitude-based phantom source widener. Suitable weights \( g_l \) are specified in Eq. (12) and \( N = T f_s \).

Fig. 4. The nearly constant power \( |H_1|^2 + |H_2|^2 \), the cosine of raised cosine magnitude responses \( |H_{1,2}| \) in dB, and the constant phase responses \( \angle H_{1,2} \) of the parametric amplitude-based widening filters of Fig. 3 for all parameters \( \phi \) in Table 1. The frequency period \( 1/T \) is adjusted by \( T = N/f_s \).

5. Evaluation at the central listening position

This section discusses the effect of the presented efficient widening algorithms in terms of known experimental data. These data are well predicted by the IACC, which is affected by the ICC of the two playback channels. Both technical measures are introduced and applied to compare both widening effects.

5.1. Experimental results from a previous listening test

The phase-based approach was tested with a listening experiment in a preceding article (ZOTTER et al., 2011). The analysis presented here uses experimental data thereof that was obtained for pink noise processed with the phase-based widening structure using the parameters\(^1\) given in Table 2.

\(^1\)In the print version of ZOTTER et al. (2011) the parameters \( \tilde{\varphi} \) and \( T \) were expressed equivalently as \( \tilde{\varphi} = \tilde{\varphi} \) and \( \Delta f = 1/T \). However, we listed erroneous values of \( \tilde{\varphi} \) in contrast to those actually employed in the experiment. Retrieval of \( T \) and \( \tilde{\varphi} \) from the original stimuli pairs \( X_{1,2} \), i.e. the phase of \( \frac{X_1(\omega)}{X_2(\omega)} \), clearly revealed that exactly half the stated value was employed. The erratum was forwarded to the DAFx-11 editors and the online publication includes a dated erratum remark.
Table 2. Listening test conditions of the phase-based approach that was evaluated in a former article (Zotter et al., 2011). For the present article only the conditions C2, C4, C6, C7, and C8 are interesting. The \((\hat{\tau}, \Delta f)\) parameters from the previous nomenclature were re-expressed using \(\hat{\phi} = \hat{\tau}/\Delta f\) (mind errata in (Zotter et al., 2011)) and 
\[ T = 1/\Delta f. \]

<table>
<thead>
<tr>
<th>( \hat{\phi} )</th>
<th>T (ms)</th>
<th>ICC((\hat{\phi}))</th>
<th>IACC_{E3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>0.0</td>
<td>1.00</td>
<td>0.824</td>
</tr>
<tr>
<td>C4</td>
<td>0.3</td>
<td>5.0</td>
<td>0.91</td>
</tr>
<tr>
<td>C6</td>
<td>0.6</td>
<td>2.5</td>
<td>0.67</td>
</tr>
<tr>
<td>C7</td>
<td>0.6</td>
<td>5.0</td>
<td>0.67</td>
</tr>
<tr>
<td>C8</td>
<td>0.9</td>
<td>1.7</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Experimental setup. The experiment was set up in a 11 m \(\times\) 11 m \(\times\) 5 m room with a mean reverberation time of \(RT_{60} = 470\) ms, using 2 Genelec 8020 loudspeakers at \(\pm 30^\circ\). The listening distance was 2 m, which is within the effective critical distance of the room. Originally, 8 conditions were compared in a full pairwise comparison that was performed twice within each stimulus set: one generated from 5 s pink noise, the other from 22 s male speech. Participants were familiarized with the noise stimuli that were leveled to 65 dB(A), took about 15 min to finish their 56 comparisons tasks (different random order for each participant) with noise, took an intermission, and then the entire procedure was repeated from the start but with speech stimuli. The subjects responded by either selecting the sound in each pair that was perceived as wider or stating that both were equal, using three marked keys of a keyboard on their lap. Seamless switching within the comparison pair while listening was possible at any time. All 11 participants were members of a trained listening panel and had participated in an experiment about source width before (Frank et al., 2011). Below, only results for the noise stimuli using the phase-based FIR algorithm with settings of \(T = \{1.7, 2.5, 5\}\) ms were used, as those for speech are similar anyway. The condition C5 with \(T = 0\) ms was excluded as it caused other effects as well, C1 (mono) and C3 (IIR widening) are excluded as they do not match the topic of the present article.

Results. The individual repetitions were averaged, and the Thurstone scales (Thurstone, 1994) were recalculated based on the full pairwise comparison response matrices for the selected conditions of Table 2. The scales were calculated for each participant’s individual responses to estimate inter-subjective confidence intervals, and one overall scale was built upon a response matrix pooled from all participants as a consistency check. Figure 5 shows the significant effect of \(\hat{\phi}\) on the perceived source width scale. Conditions C6 and C7 only differ in the amount of delay T and yield significantly equal results.

Fig. 5. Thurstone scales for noise conditions C2, C4, C6, C7, and C8 (Zotter et al., 2011): median and inter-subjective 95% confidence interval using participants’ individual scales, compared to the over-all scale using answers pooled from all participants. The scales are plotted as a function of \(\phi\).

5.2. Technical prediction

Inter-Aural Cross-Correlation Coefficient (IACC). Originally conceived to describe the apparent source width in room acoustics, the IACC also suitably describes the width change of the phantom source after the application of widening. It is defined as the maximum of the inter-aural cross-correlation function (IACF), cf. ISO (2009),

\[
\text{IACF}(\tau) = \frac{\int_{t_1}^{t_2} x_{\text{left}}(t)x_{\text{right}}(t + \tau) \, dt}{\sqrt{\int_{t_1}^{t_2} x_{\text{left}}^2(t) \, dt \left( \int_{t_1}^{t_2} x_{\text{right}}^2(t) \, dt \right) \, dt}},
\]

\[
\text{IACC} = \max_{|\tau| \leq 1\text{ ms}} |\text{IACF}(\tau)|,
\]

which is calculated from the binaural signal pair \(x_{\text{left}}(t), x_{\text{right}}(t)\). In our evaluation, the signal pair was replaced by the binaural impulse response pair due to an impulse at the system input, and the early part \((t_1 = 0\) ms and \(t_2 = 80\) ms) is of particular interest, averaged over the octave bands 500 Hz, 1 kHz, and 2 kHz as defined in Hidaka et al. (1995), denoted as IACC_{E3}. The IACC_{E3} exhibits a 97\ldots 98% statistical correlation to the perceived source width across all conditions of the experiment (speech, noise, other filtering structure). Therefore, we assume that the phantom source width can be estimated by measuring the IACC_{E3}.

In order to document the ear signals of the experiment, they were recorded using a B\&K 4128C Head- and-Torso simulator at the listening position, and binaural loudspeaker impulse responses were measured.
These, $h_{1,\text{left}}(t)$, $h_{2,\text{left}}(t)$, $h_{1,\text{right}}(t)$, $h_{2,\text{right}}(t)$, can be used to calculate ear signals due to any pair of loudspeaker signals $s_{1,2}(t)$ by convolution

$$x_{\text{left}}(t) = h_{1,\text{left}}(t) * s_{1}(t) + h_{2,\text{left}}(t) * s_{2}(t),$$

and

$$x_{\text{right}}(t) = h_{1,\text{right}}(t) * s_{1}(t) + h_{2,\text{right}}(t) * s_{2}(t).$$

**Inter-Channel Cross-Correlation Coefficient (ICCC).** The phantom source widening algorithms above directly control the correlation between the loudspeaker signals $s_{1,2}(t)$. The ICCC is the maximum of the inter-channel cross-correlation function (ICCF)

$$\text{ICCF}(\tau) = \frac{\int_{-\infty}^{\infty} s_{1}(t)s_{2}(t + \tau) \, dt}{\sqrt{\int_{-\infty}^{\infty} s_{1}^2(t) \, dt \int_{-\infty}^{\infty} s_{2}^2(t) \, dt}},$$

(18)

$$\text{ICCC} = \max_{|\tau| \leq P} |\text{ICCF}(\tau)|,$$

(19)

To obtain a generalized estimation, the signal pair $s_{1,2}(t)$ is replaced by the impulse response pair $h_{1,2}(t)$ of phantom source widening. In the tested cases $0 \leq \tilde{\phi} < \pi/2$, this yields for the period $P > 0$ according to the appended Eq. (28)

$$\text{ICCC} = J_0(2\tilde{\phi}),$$

(20)

which approximately equals $\cos(\tilde{\phi}\sqrt{2})$. Table 2 shows the ICCC of Eq. (20) for the test conditions: The bigger the modulation depth parameter $\phi$ of the phantom source widener the smaller the ICCC.

**Relation between IACC and ICCC at the central listening position.** Judging from the values in Table 2, not only the IACC but also the ICCC seems to be an excellent predictor for the perceived width. Nevertheless, the ICCC only depends on the algorithmic parameter $\phi$. Therefore, it is unable to estimate changes under more general circumstances, under which room and setup will have a natural impact on the apparent source width. However, in the acoustic situation of the experiment, the ICCC indirectly maps to the IACC of phantom source widening, the solid curve in Fig. 6. Linear regression (dashed curve) yields

$$\text{IACC}_{\text{E3}} \approx 0.77 \cdot \text{ICCC} + 0.03.$$  

(21)

The relationship given in Fig. 6 is still valid if, instead of the phantom-source widening algorithms, variably correlated white noise signals are convolved with the binaural loudspeaker responses (dash-dot curve). This was also verified for another room (Sec. 6, Fig. 7a) with dominant direct sound (dotted curve). Noise signals of adjustable ICCC and equal variance are created from uncorrelated noise signals $a(t), b(t)$ of equal variance, see appendix, cf. Blauert, Linde-Mann (1986), by

$$s_{1}(t) = a(t),$$

$$s_{2}(t) = \text{ICCC} a(t) + \sqrt{1 - \text{ICCC}^2} b(t).$$

(22)

**Phantom source width controllability.** At the central listening position, the IACC of phantom source widening monotonically depends on the inter-channel cross-correlation coefficient (ICCC) in the experiment (Zotter et al., 2011). The black curve is the relation for phase-based phantom source widening, the dash-dot curve for a variably correlated, white stereo noise. The dashed line is a linear regression, and the dotted line expresses the same tendency for stereo noise in a different room.

**6. Evaluation at off-center listening positions**

For the purpose of further evaluation, a series of binaural measurements have been taken in a different room and at various off-center positions. In particular, the measurement data shall clarify whether the
amplitude-based widening method is more robust to lateral shifts.

**Measurement setup.** A pair of Genelec 8020 loudspeakers has been set up in a standard ±30° stereo arrangement with 1.8 m distance to the central listening position in a 3.7 m×3.7 m×3.2 m room with a reverberation time of $R_1 = 50$ ms. The binaural impulse responses of the loudspeakers have been taken with the B&K dummy head. The responses of the filters in Figs. 1 and 3 convolved with binaural responses allow to predict the binaural signals for several settings of the algorithms. The series of binaural impulse responses included shifts of the dummy head to lateral positions by a shift $d$ ranging from −90 cm to 90 cm in 10 cm steps, e.g., for $d = 0$ cm in Fig. 7a and $d = 90$ cm in Fig. 7b.

**Results for IACC at different shifts and ICCCs.** Figure 8 shows which $IACC_{E3}$ values are accessible at different shifts, playing back correlated and correlated noise, i.e. $ICCC = \{0,1\}$. This implies that any attempt to widen the phantom source could be ineffective at large shifts $d \geq 40$ cm.

![Image](image1.png)

**Fig. 7.** The experimental setup for evaluating the effect of phantom source widening on IACC employs a dummy head in an acoustically damped room. The head is also employed at side-wise shifted locations $d = \{-90,-80,\ldots,+80,+90\}$ cm to gather information about off-center listening locations: a) central position, b) 90 cm shifted position.
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**Fig. 8.** $IACC_{E3}$ values that can be created at different lateral shifts $0 \leq d \leq 90$ cm by controlling the ICCC between 0 and 1. (The dashed curve is for a lag within $|\tau| \leq 2$ ms or more in Eq. (17).)

Figure 9 shows the particular dependency of the $IACC_{E3}$ on the ICCC for all measured positions and both algorithms using a time-delay of $T = 5$ ms. Table 1 summarizes the settings of both phantom source wideners to produce an ICCC of values between 0.6
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**Fig. 9.** $IACC_{E3}$ measured for phantom source widening using lateral listening position shifts $d = \{-90,-80,\ldots,+80,+90\}$ cm. The ICCC is variable from 0.6 to 1 in 0.1 steps and should control the $IACC_{E3}$: a) phase-based, $T = 5$ ms; b) amplitude-based, $T = 5$ ms.
and 1, in steps of 0.1. The ICCC value is independent of the particular time-delay value $T$. For the central listening position $d = 0$ cm, the diagram shows the linear controllability already observed above. The desired slope of $\frac{\Delta \text{IACC}_{E3}}{\Delta \text{ICCC}} \geq 0.5$ for controllability is achieved for all $|d| < 40$ cm. Thus the phantom source widening is expected to work within this range of listening positions. This is true for all investigated settings and also various time-delays $T = \{1.6, 2.5, 5\}$ ms of both filter structures. However, for $|d| \geq 40$ cm the IACC$_{E3}$ is obviously not controlled by the ICCC; for both algorithms. As the IACC$_{E3}$ is related to the perceived source width, the perceived width at the farthest lateral listening positions seems to be indifferent to ICCC, as in Fig. 8. Nevertheless, different ICCCs seem to produce other perceivable differences according to informal listening experience.

**Coloration: Maximum third-octave level difference.**

In order to observe whether the algorithms introduce perceivable spectral coloration when decreasing the ICCC, i.e. decorrelation, binaural third-octave levels are also measured. Levels are determined after summation of the third-octave powers across the both ear signals (ONO et al., 2001), which was done for each band from 200 Hz to 12.5 kHz, here. The differences of the resulting third-octave levels to those of the unaltered phantom source should stay small. According to KARJALAINEN et al. (1999), a third-octave level deviation of 1 dB is audible in loudspeaker equalization.

The maximum of the third-octave level deviations is plotted in Figs. 10a to 10f for varying ICCC.

Fig. 10. Maximum third-octave level deviation with regard to normal phantom source (ICCC=1) for (a), (c), (e) phase-based widening and (b), (d), (f) amplitude-based widening using $T = \{1.6, 2.5, 5\}$ ms. Listening positions vary from $-90$ cm to $90$ cm in $10$ cm steps and the adjusted ICCC from 0.6 to 1 in 0.1 steps: a) phase-based, $T = 1.6$ ms, b) amplitude-based, $T = 1.6$ ms, c) phase-based, $T = 2.5$ ms, d) amplitude-based, $T = 2.5$ ms, e) phase-based, $T = 5$ ms, f) amplitude-based, $T = 5$ ms.
and lateral shifts $d$, for both algorithms and $T = \{1.6, 2.5, 5\}$ ms. Clearly, the maximum deviation as a measure of sound coloration increases with the amount of decorrelation produced between the channels. Coloration also depends on the listening position. For small time-delays, the coloration of the phase-based approach is quite low, but there might be some phaseness perceived. For larger time-delay settings, both approaches become similar.

7. Conclusion

We presented a highly efficient filter structure for phantom source widening based on a frequency-dependent modification of either phase or amplitude. Both ways of controlling the structure are power-complementary at a high accuracy, yield the same inter-channel cross-correlation coefficient (ICCC), and use the same number of operations (4 delays of equal size, 8 additions, 10 multiplications depending on 3 variable weights). The algorithmic parameter $\hat{\phi}$ allows to adjust the correlation of a mono signal used in stereo to a desired degree, with the relation ICC $\approx \cos(\hat{\phi}\sqrt{2})$. Thinkable target applications are, e.g., stereo effect processors in audio mixing, the research of spatial hearing, and auditory interfaces in which the salience of sounds shall be controlled by spatial sharpness or width.

We took dummy head measurement at the central listening position to show the linear proportionality of the inter-channel coherence to the inter-aural coherence measured by the IACC, whose relation to the perceived phantom source width is known from for-mer experiment. Moreover, we could show that the controllability of the phantom source width has to do with the listening position. It strongly influences the slope in the dependency of the inter-aural on the inter-channel coherence.

By measurements at laterally shifted positions, we showed the ability of both amplitude and phase decorrelation to control the phantom source width for displaced listening positions within $|d| \leq 30$ cm. This is largely independent of the size of the algorithmic time-delay within the interval of $1.6\ldots 5$ ms. Neither of the algorithms controls the phantom source width outside the range of lateral shifts, according to the inter-aural coherence.

Both amplitude and phase decorrelation seem to cause sound coloration that increases with the parameter $\hat{\phi}$. The corresponding third-octave level differences to an unaltered phantom source are maximally 5 dB in all bands between 200 Hz and 12.5 kHz. This dependency is observed for all measured listening positions albeit the coloration of both algorithms behaves differently in its detail. For small time-delays the phase-based method seems to be better.

Appendix

**Sinusoidal-phase all-pass.** The series expansion of the cylindrical Bessel function inserted into Eq. (9) yields

$$H_1(z) = \frac{1}{\sqrt{2}} \sum_{i=0}^{\infty} J_i(\hat{\phi}) \left[ z^{\text{IN}} + (-1)^i z^{-\text{IN}} \left( 1 - \delta_{i,0} \right) \right]$$

$$= \frac{1}{\sqrt{2}} \sum_{i=0}^{\infty} \sum_{n=0}^{\infty} \hat{\phi}^i \left[ (-1)^{\frac{n}{2}} \frac{n!}{(n + \frac{1}{2})! \frac{1}{2}! \frac{1}{2}!} \right] z^{\text{IN}} + (-1)^{i} z^{-\text{IN}} \left( 1 - \delta_{i,0} \right)$$

$$= \frac{1}{\sqrt{2}} \sum_{i=0}^{\infty} g_i \left[ z^{\text{IN}} + (-1)^i z^{-\text{IN}} \left( 1 - \delta_{i,0} \right) \right].$$

In the range $0 \leq \hat{\phi} \leq \pi/4$, a reasonable approximation with $-0.1 \leq |H_{1,2}(\omega)| \leq 0.02$ dB is obtained for $|\ell| \leq 2$ and $n \leq 3$ with the weights in Eq. (12).

**Root raised cosine.** In order to achieve the square root response of the raised cosine filter pair in Eq. (2), the binomial formula

$$(x + y)^n = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} x^{n-k} y^k$$

is used to represent

$$\sqrt{1 + x} = \sum_{n=0}^{\infty} (-1)^n (2n - 1)!! \frac{1}{(1 - 2n)!} x^n.$$  

Consequently, the application of the square-root on the $z$-domain expression in Eq. (1) can be re-expressed after applying the binomial formula and re-arranging the sums

$$H_1(z) = \sqrt{1 + \hat{\phi} \left( z^{N} + z^{-N} \right)/\sqrt{2}}$$

$$= \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \left[ (-1)^n (2n - 1)!! \left( \hat{\phi} \left( z^{N} + z^{-N} \right) \right)^n \right]$$

$$= \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \left[ \phi_n \left( 1 - \frac{1}{2} \right)^n \frac{n!}{(1 - 2n)!} \frac{1}{2n} \right] \cdot \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} z^{2(k-n)N}$$

$$= \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \sum_{l=-n}^{n} \hat{\phi}^n \frac{(-1)^n (2n - 1)!!}{(1 - 2n)^2n \frac{1}{2}! \frac{1}{2}! \frac{1}{2}!} \cdot \delta_{n \mod 2l, \mod 2} \cdot z^{\text{IN}}.$$
The Kronecker delta \( \delta_{n \mod 2, l \mod 2} \) was introduced in line three to ensure that the factorials stay integer as in the lines before. This is only possible if \( n \) and \( l \) are both exclusively either even or odd. A simple approximation is obtained by truncating the sum over \( l \) to \( |l| \leq 2 \) and the sum over \( n \) to \( n \leq 2 \) and the weights
\[
\left[ 1 - \frac{\phi^2}{4} + \frac{3\phi^4}{16} - \frac{\phi^6}{8} \right].
\]

**Cosine of raised cosine pair.** The response
\[
\cos \left[ \frac{\pi}{4} \pm \hat{\phi} \cos(\omega T) \right]
\]
of Eq. (13) can be re-written as
\[
H_{1,2}(\omega) = \left[ e^{i\pi/4} e^{i\sin(\omega T \pm \pi/2)} + e^{-i\pi/4} e^{-i\sin(\omega T \mp \pi/2)} \right]/2,
\]
and thus it is related to Eq. (10) by
\[
H_{1,2}(\omega) = \left\{ e^{i\pi/4} H_1[\omega \pm \pi/(2T)] + e^{-i\pi/4} H_2[\omega \mp \pi/(2T)] \right\}/\sqrt{2}.
\]

Applying the corresponding frequency shift of \( \pm \pi/(2N) \), the \( \pi/4 \) phase shift, and Euler’s formula
\[
\cos \alpha = \left( e^{i\alpha} + e^{-i\alpha} \right)/2
\]
on \( H(z) = \sum_{l=-\infty}^{\infty} J_l(\hat{\phi}) z^{-IN} \), cf. Eq. (9), yields
\[
H_{1,2}(z) = \frac{1}{2} \sum_{l=-\infty}^{\infty} J_l(\hat{\phi}) z^{-IN} \left[ e^{i\pi/4} (\pm i)^l + e^{-i\pi/4} (\mp i)^l \right]
\]
\[
= \sum_{l=-\infty}^{\infty} J_l(\hat{\phi}) z^{-IN} \cos \left( \frac{\pi}{4} \pm \frac{\pi}{2} l \right).
\]

Using \( J_{-l}(\hat{\phi}) = (-1)^l J_l(\hat{\phi}) \) and \( (-1)^l \cos \left( \frac{\pi}{4} \pm \frac{\pi}{2} l \right) = \cos \left( \frac{\pi}{4} \pm \frac{\pi}{2} l \right) \), we find that the involved cosine expresses a factor \( 1/\sqrt{2} \) and the alternating sign sequence \( 1, \mp 1, -1, \pm 1 \) for \( \pm l = 0, 1, 2, 3 \). The response pair is therefore symmetrical with regard to time, which is consistent with Eq. (13) being zero-phase. Simplified by multiplication with \( \sqrt{2} \), we get
\[
\sqrt{2} H_{1,2}(z) = J_0(\hat{\phi}) \mp J_1(\hat{\phi}) \left[ z^{-N} + z^N \right] - J_2(\hat{\phi}) \left[ z^{-2N} + z^{2N} \right] \pm J_3(\hat{\phi}) \left[ z^{-3N} + z^{3N} \right] + J_4(\hat{\phi}) \left[ z^{-4N} + z^{4N} \right] \mp \ldots
\]

Obviously, the same approximated Bessel functions can be used as weights as suggested two paragraphs above, but now with different signs. Due to the same mathematical origin, the hereby obtained filter pair yields the same accuracy of power-complementarity as suggested two paragraphs above.

**The ICC of both structures** is obtained from the normalized frequency domain cross-correlation. The inter-channel cross-correlation function (ICCF) in the time domain becomes at a variable lag \( \tau = nT \), \( n \in \mathbb{Z} \),
\[
\text{ICCF}[nT] = \frac{2\pi}{0} \int H_1(\omega) H_2^*(\omega) e^{in\omega T} d(\omega T)
\]
\[
= \frac{1}{2\pi} \int e^{i(2\hat{\phi} \cos(\omega T) + n\omega T)} d(\omega T)
\]
\[
= \frac{1}{2\pi} \int \sin[n\omega T + \frac{\pi}{2} + 2\hat{\phi} \cos(\omega T)] d(\omega T)
\]
\[
= J_n(2\hat{\phi}).
\]

Thereof, the ICC is the maximal value within some time period \( P \), i.e. ICCC = max\( |\text{ICCF}[nT]| \leq P J_n(2\hat{\phi}) \), which yields just \( J_0(2\hat{\phi}) \) if \( 2\hat{\phi} < \pi/2 \) or \( P \) is short.

**Variably correlated noise pair.** Assume two zero-mean random signals \( a \) and \( b \), \( E\{a\} = E\{b\} = 0 \), that are uncorrelated \( E\{a b\} = 0 \) and whose variance equals \( \sigma^2 = E\{a^2\} = E\{b^2\} \); \( E(\cdot) \) denotes the expected value. The cross-correlation of \( s_1 = a \) with \( s_2 = \gamma a + \sqrt{1-\gamma^2} b \) from Eq. (22) is easily shown to equal \( \gamma \)
\[
\text{ICCC} = \frac{E\{s_1 s_2\}}{\sqrt{E\{s_1^2\} E\{s_2^2\}}} = \frac{\gamma \sigma^2 + \sqrt{1-\gamma^2} E\{a b\}}{\sqrt{\sigma^2 \gamma^2 + \sigma^2 (1-\gamma^2) + 2\gamma \sqrt{1-\gamma^2} E\{a b\}}} = \gamma.
\]
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The Gaussian mixture model (GMM) method is popular and efficient for voice conversion (VC), but it is often subject to overfitting. In this paper, the principal component regression (PCR) method is adopted for the spectral mapping between source speech and target speech, and the numbers of principal components are adjusted properly to prevent the overfitting. Then, in order to better model the nonlinear relationships between the source speech and target speech, the kernel principal component regression (KPCR) method is also proposed. Moreover, a KPCR combined with GMM method is further proposed to improve the accuracy of conversion. In addition, the discontinuity and oversmoothing problems of the traditional GMM method are also addressed. On the one hand, in order to solve the discontinuity problem, the adaptive median filter is adopted to smooth the posterior probabilities. On the other hand, the two mixture components with higher posterior probabilities for each frame are chosen for VC to reduce the oversmoothing problem. Finally, the objective and subjective experiments are carried out, and the results demonstrate that the proposed approach shows greatly better performance than the GMM method. In the objective tests, the proposed method shows lower cepstral distances and higher identification rates than the GMM method. While in the subjective tests, the proposed method obtains higher scores of preference and perceptual quality.

Keywords: spectral mapping, overfitting, oversmoothing, discontinuity, kernel principal component regression.

1. Introduction

In text-to-speech (TTS) synthesis system, the personalized speech generation is one of the biggest challenges. Voice conversion (VC) can be seen as an efficient technique to solve this problem, which refers to modifying the speech spoken by a source speaker to be perceived as that spoken by a target speaker. It also has many other realistic applications, such as identity disguise in secure communications, single channel speech enhancement, and speech-to-speech translation system, etc.

In the last two decades, many spectral mapping approaches have been proposed for VC. The vector quantization (VQ) method is first introduced for spectral transformation (Abe et al., 1988), it can efficiently map the space of the source speaker to that of the target speaker. However, the transformation is performed in discrete spaces, it will lead to poor perceptual speech quality. The linear multivariate regression method is also proposed to improve the VC performance (Valbret et al., 1992), although it can obtain better performance than VQ method, it still can not achieve satisfactory results. The Gaussian mixture model (GMM) method is further proposed for VC (Stylianou et al., 1998; Kain, Macon, 1998), the results show that it can significantly outperform the prior methods. There are also some other methods, such as the artificial neural network (ANN) method (Desai et al., 2010) and the support vector regression (SVR) method (Song et al., 2011). The experimental results show that compared to the GMM method, these methods can get comparable or even better performance.
From the state-of-the-art references, the GMM method is proven to be most prevalent and efficient, and is chosen as the baseline method in the paper. However, the GMM method has some main shortcomings. Firstly, if the spectral features are sparse and the model is complex, the GMM always tends to overfitting. Secondly, it inevitably introduces the oversmoothing problem, which is caused by the statistical averaging of the model. A hybrid GMM and maximum a posterior (MAP) method (Chen et al., 2003) has been proposed to solve this problem, and the global variance (GV) is considered to reduce this issue (Toda et al., 2007), and the partial least squares regression (PLSR) approach (Hélander et al., 2010) is proposed to avoid this problem efficiently. Thirdly, the traditional GMM method deals with every frame independently regardless of the adjacent frames, this will lead to discontinuities in the converted spectral features and degrade the perceptual quality. Similar to the hidden Markov model (HMM) based speech synthesis, the relationships between the static and dynamic features are considered to obtain the optimal spectral trajectory (Toda et al., 2005).

In this paper, we first propose a VC method based on the principal component regression (PCR). The numbers of principal components are adjusted to overcome the overfitting problem. In order to describe the nonlinear mapping between the source speech and target speech, the kernel PCR (KPCR) method is proposed, and the combined KPCR and GMM method is further presented to improve the VC performance. Then, in order to solve the discontinuity problem, an adaptive median filtering strategy, which is prevalent in image processing, is adopted to smooth the posterior probabilities. Meanwhile, only the two mixture components with higher posterior probabilities for each frame are chosen to reduce the oversmoothing problem. Finally, the objective and subjective experiments are carried out. Compared to the baseline GMM method, the proposed approach can efficiently avoid the overfitting problem when the number of training utterances is limited. Meanwhile, the converted speech using the proposed method shows better perceptual quality, and is much closer to the target one.

The paper is organized as follows. Sec. 2 describes the baseline GMM based VC method. Section 3 gives the PCR and KPCR based VC methods, respectively, and also presents the combined KPCR and GMM method. The novel post-processing approaches using posterior probability information are proposed to solve the discontinuity and oversmoothing problems in Sec. 4. The experimental results are given and discussed in Sec. 5. Finally, Sec. 6 draws the conclusions of this paper.

### 2. GMM based spectral mapping

In the GMM based VC method, the GMM is employed to model the augmented source and target spectral features. Let x and y denote the spectral sequences of source and target speakers, respectively, where \( x = [x_1, x_2, ..., x_N] \) and \( y = [y_1, y_2, ..., y_N] \) aligned by the dynamic feature warping (DTW) algorithm. The distribution of the augmented features \( \left( \begin{array}{c} x \\ y \end{array} \right) \) can be seen as a mixture of \( M \) Gaussian components, and the probability density function can be written as

\[
p \left( \begin{array}{c} x_n \\ y_n \end{array} \right) = \sum_{m=1}^{M} \alpha_m N \left( \begin{array}{c} x_n \\ y_n \end{array} \right); \mu_m; \Sigma_m \right),
\]

\[
\sum_{m=1}^{M} \alpha_m = 1,
\]

where \( N \left( \begin{array}{c} x_n \\ y_n \end{array} \right); \mu_m; \Sigma_m \right) \) denotes a Gaussian distribution, \( \alpha_m \) is a prior probability of each frame belonging to the \( m \)-th component, and \( \mu_m \) and \( \Sigma_m \) are the mean vector and covariance matrix of the \( m \)-th Gaussian component, respectively, which can be represented as

\[
\mu_m = \left[ \mu^x_m; \mu^y_m \right], \quad \Sigma_m = \left[ \begin{array}{cc} \Sigma^{xx}_m; \Sigma^{xy}_m \\ \Sigma^{yx}_m; \Sigma^{yy}_m \end{array} \right],
\]

where \( \mu^x_m \) and \( \mu^y_m \) denote the mean vectors of the \( m \)-th component for source and target speakers, respectively. \( \Sigma^{xx}_m, \Sigma^{xy}_m, \Sigma^{yx}_m \) and \( \Sigma^{yy}_m \) are the blocks of covariance matrix of the \( m \)-th component. The unknown parameters \( \alpha_m, \mu_m, \) and \( \Sigma_m \) can be estimated by the expectation maximization (EM) algorithm.

The spectral mapping can be seen as a regression problem. Let \( F() \) denotes the conversion function, the total squares error can be shown as

\[
\varepsilon = \sum_{n=1}^{N} \left| y_n - F(x_n) \right|^2.
\]

Introducing the least squares estimation (LSE) algorithm, the unknown parameters can be computed, and the conversion function can be represented as

\[
F(x_n) = E(y_n|x_n) = \sum_{m=1}^{M} p_m(x_n) \left[ \mu^y_m + \frac{\Sigma^{yx}_m}{\Sigma^{xx}_m} (x_n - \mu^x_m) \right],
\]

where \( p_m(x_n) \) denotes the posterior probability of \( x_n \) belonging to the \( m \)-th component, and is given by

\[
p_m(x_n) = \frac{\alpha_m N(x_n; \mu^x_m, \Sigma^{xx}_m)}{\sum_{j=1}^{M} \alpha_j N(x_n; \mu^x_j, \Sigma^{xx}_j)}.
\]
3. Proposed spectral mapping using KPCR

3.1. PCR based Spectral mapping

When the training utterances are sparse and the number of GMM components is large, the GMM based VC always tends to overfitting. In the paper, a PCR based VC method is proposed to solve this problem. The PCR method is a linear regression, and the principal component analysis (PCA) (Jolliffe, 1982) is embedded to work for regression. It can efficiently overcome the multicollinearity and the overfitting problems.

Mathematically, given the spectral sequences of the source and target speakers, \( x \) and \( y \), respectively. By subtracting the mean vectors \( \mu_x \) and \( \mu_y \), we shall obtain the zero-mean matrices \( \tilde{x} = [\tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_N]^T \) and \( \tilde{y} = [\tilde{y}_1, \tilde{y}_2, ..., \tilde{y}_N]^T \), respectively. The \( n \)-th frames of the spectral features take the forms as

\[
\begin{align*}
\tilde{x}_n &= x_n - \mu_x, & \tilde{y}_n &= y_n - \mu_y; \quad (6)
\end{align*}
\]

In order to perform PCA, the covariance matrix of the source speech is calculated as given by

\[
\Sigma = \frac{1}{N} \tilde{x}^T \tilde{x}. \quad (8)
\]

Performing the eigen-decomposition of the covariance matrix \( \Sigma \), we shall obtain

\[
\Lambda = Q^T \Sigma Q, \quad (9)
\]

where \( \Lambda = \text{diag}(\lambda_1, \lambda_2, ..., \lambda_K) \) and \( Q_K = [q_1, q_2, ..., q_K] \) with the \( K \) sorted eigenvalues as \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_K \), and the associated eigenvectors \( q_1, q_2, ..., q_K \) of the matrix \( \Sigma \). So the ordinary PCA projection is given by

\[
S_K = \tilde{x} Q_K. \quad (10)
\]

After choosing a suitable number of principal components, the important features of \( \tilde{x} \) are retained by \( S_K \). Then, we perform a linear regression between \( S_K \) and the target spectral feature sequence \( \tilde{y} \),

\[
\tilde{y} = S_K C + E, \quad (11)
\]

where \( C \) is the regressor, and \( E \) is the residual error. Employing the LSE algorithm, the unknown parameter \( C \) is given by

\[
C = \left( S_K S_K^T \right)^{-1} S_K^T \tilde{y}, \quad (12)
\]

and it is necessary to turn to \( x \) for prediction, so the conversion function can be written as

\[
F(x_n) = (x_n - \mu_x)Q_K C + \mu_y. \quad (13)
\]

3.2. KPCR based spectral mapping

In fact, the relationships between the spectral features of source speech and target speech are nonlinear, so the KPCR algorithm is further proposed for the spectral mapping. It has many advantages, such as it can make a perfect nonlinear regression, shows better mapping performance than the PCR method, and can avoid the overfitting problem efficiently (Scholkopf et al., 1997). Let \( \phi(\tilde{x}) \) be a nonlinear mapping function from the lower feature space to the higher feature space, so that \( \tilde{x}_n \) is thereby projected to be \( \phi(\tilde{x}_n) \). Assuming \( \sum_{n=1}^{N} \phi(\tilde{x}_n) = 0 \), the covariance matrix in the feature space is given by

\[
\Sigma = \frac{1}{N} \sum_{n=1}^{N} \phi(\tilde{x}) \phi(\tilde{x})^T. \quad (14)
\]

The eigenvector \( q_l \) can be obtained by a linear combination of \( \phi(\tilde{x}_n) \), and given by

\[
q_l = \sum_{n=1}^{N} \beta_{l,n} \phi(\tilde{x}_n). \quad (15)
\]

The projection onto eigenvector \( q_l \) is given by

\[
B_l = \langle q_l, \phi(\tilde{x}) \rangle = \sum_{n=1}^{N} \beta_{l,n} \phi(\tilde{x}_n) \phi(\tilde{x}_n)^T = \sum_{n=1}^{N} \beta_{l,n} k(\tilde{x}_n, \tilde{x}_j), \quad (16)
\]

where \( k(\tilde{x}_n, \tilde{x}_j) \) is the kernel function, and \( l = 1, 2, ..., L \) are the numbers of principal components. However, in general, the projected data given by \( \phi(\tilde{x}) \) does not have zero mean, and it is too difficult to calculate the mean values of \( \phi(\tilde{x}) \). Employing the kernel function can avoid directly working in the feature space. Denote the kernel matrix \( K \) and the centralized kernel matrix \( \tilde{K} \), respectively, and represented as

\[
[K]_{i,j} = [k(x_i, x_j)], \quad [\tilde{K}]_{i,j} = [\tilde{k}(x_i, x_j)]. \quad (17)
\]

The \( \tilde{K} \) is computed after centralizing the kernel function, and given by

\[
\tilde{K} = K - I_N K - K I_N + I_N K I_N, \quad (18)
\]

where \( I_N \) is a \( N \times N \) matrix with every element taking the value of 1/\( N \). So the formula (16) can be modified as

\[
B_l = \sum_{n=1}^{N} \beta_{l,n} \tilde{k}(\tilde{x}_n, \tilde{x}_j). \quad (19)
\]

The KPCR is based on the analysis of KPCA, and the regression function takes the form as follows

\[
F(x_n) = B_l w + \mu_y, \quad (20)
\]
where
\[ B_L = \sum_{i=1}^{N} \beta_{1,i} K(\bar{x}_i, x_n - \mu_x) \]
and
\[ w = (B_T B_L^T)^{-1} B_L^T \tilde{y}. \]
The optimal number of principal components is critical for the KPCR method, and is chosen by a ten-fold cross-validation in the paper.

3.3. Combining with GMM

From the state-of-the-art references, it is not possible to perfectly describe the relationships between source and target speech using single regression function (Helander et al., 2010; Song et al., 2012). In this paper, the KPCR method is further extended to combine with GMM. Similar to the forms of GMM based VC function mentioned in Sec. 2, the regression function can be seen as a mixture of local regressions. In the \( m \)-th mixture, the regression function is given by
\[ F_m(x_n) = B_{L,m} w_m + \mu_m^y, \quad (21) \]
where \( B_{L,m} = \sum_{i=1}^{N} \beta_{1,i} k(x_i - \mu_x, x_n - \mu_m^x) \), and \( w_m \) is the regressor. So the global conversion function can be calculated as shown
\[ F(x_n) = \sum_{m=1}^{M} p_m(x_n) F_m(x_n), \quad (22) \]
where \( p_m(x_n) \) is the posterior probability as shown in Eq. (5).

The kernel selection is also essential to the accuracy of spectral transformation. There are many kinds of kernel functions, such as linear kernel, polynomial kernel, Gaussian kernel, and wave kernel, etc. Among which, the Gaussian kernel is simple and efficient, and is chosen for spectral mapping, which takes the form as
\[ k(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{2\sigma^2}\right), \quad (23) \]
where \( \sigma \) is the width of the Parzen window, and the decent range is used to find its best value. In the paper, the \( \sigma \) is optimized as 0.6 also by a ten-fold cross-validation.

4. Post-processing using posterior probability

The proposed method can be seen as an extension of GMM method, and can efficiently avoid the overfitting problem. But it is well known that except the overfitting problem, GMM method has another two main shortcomings, one is the discontinuity problem because of the frame-by-frame based transformation, and the other is the oversmoothing problem caused by the statistical averaging of the model. In this section, the two problems are analyzed and efficiently overcome using the posterior probability information.

From the prior studies, it is well known that each frame often obviously dominates one component of GMM (Helander et al., 2010). Table 1 gives the results obtained from the 1500 frames based on a GMM with 8 components, we can easily find that most of the frames have the maximum posterior probabilities higher than 90%, and only a very few with the maximum posterior probabilities lower than 50%. So it can be assumed that each frame belongs to single component of GMM, and it also has been proven that the changes of posterior probabilities from one component to another are rapid (Helander et al., 2010), which will lead to the discontinuities in the converted speech, and degrade the perceptual quality.

<table>
<thead>
<tr>
<th>Maximum posterior probability [%]</th>
<th>Number of frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>90–100</td>
<td>1052</td>
</tr>
<tr>
<td>80–90</td>
<td>213</td>
</tr>
<tr>
<td>70–80</td>
<td>78</td>
</tr>
<tr>
<td>60–70</td>
<td>52</td>
</tr>
<tr>
<td>50–60</td>
<td>38</td>
</tr>
<tr>
<td>0–50</td>
<td>67</td>
</tr>
</tbody>
</table>

In this paper, in order to reduce the discontinuity problem, an adaptive median filtering approach is adopted to smooth the posterior probabilities. The adaptive median filtering is a prevalent and efficient algorithm in image processing, and can efficiently smooth the images while preserving the details (Hwang, Haddad, 1995). Let \( W \) be the rectangle moving window, and the initial length and maximum length are set as 3 and 7, respectively. In each component of GMM, \( p_{\text{cur}} \) is the posterior probability of current frame, \( p_{\text{min}}, p_{\text{max}} \) and \( p_{\text{med}} \) are the minimum, maximum and median values of the posterior probability in the window, respectively. The adaptive filtering can be seen as a two level structure:

**Level A:**
\[ A_1 = p_{\text{med}} - p_{\text{min}}, \]
\[ A_2 = p_{\text{med}} - p_{\text{max}}. \]
In Level A, if \( A_1 > 0 \) and \( A_2 < 0 \), then go to level B. Or increase the length of \( W \) and repeat level A. If the length exceeds the maximum, then \( p_{\text{cur}} \) is the output.

**Level B:**
\[ B_1 = p_{\text{cur}} - p_{\text{min}}, \]
\[ B_2 = p_{\text{cur}} - p_{\text{max}}. \]
In level B, if \( B_1 > 0 \) and \( B_2 < 0 \), then \( p_{\text{cur}} \) is the output, or \( p_{\text{med}} \) is chosen as the output.
Meanwhile, the statistical averaging of GMM will introduce the oversmoothing problem, and smoothing the posterior probabilities by adaptive median filtering will also aggravate this issue to some extent, although it can efficiently decrease the discontinuities. As mentioned above, in most cases, each frame dominates one component of GMM. So a new approach is proposed, to each frame, the mixture component with highest posterior probability is chosen, and the local regression in this component is adopted to replace the global transformation. Theoretically, it can efficiently solve the oversmoothing problem. Meanwhile, it can be also observed that after adaptive smoothing, there are always two higher posterior probabilities to each frame in many cases, especially when the highest posterior probabilities of the adjacent frames belong to the different mixture components. So a top-two selection strategy is further proposed, in which, after adaptive smoothing, the mixture components with two higher posterior probabilities are chosen, and the two probabilities are normalized so that they sum to a unity. The transformation function can be modified as

$$F(x_n) = \sum_{m=1}^{2} p_m F_m(x_n),$$

(24)

where $p_m$ is the normalized posterior probability, which satisfies $\sum_{m=1}^{2} p_m = 1$.

5. Experiments

We perform the experiments on CMU ARCTIC corpus. Two male and two female speakers are chosen. 25 parallel utterances of each speaker are prepared for the experiments, in which, 15 utterances (about 5 minutes) are used for training, while the others are used for testing. The 30-order Mel-cepstral coefficients (MCEPs) and their $\Delta$ and $\Delta^2$ features (totally 90th order) are chosen to represent the spectral features (Toda et al., 2005). Four kinds of VC methods are compared, they are the baseline GMM method (GMM), the PCR method (PCR), the KPCR method (KPCR), and the combined KPCR and GMM method with post-processing (GKPCR). Meanwhile, four types of VC strategies are adopted, including male-to-male transformation (M-M), male-to-female transformation (M-F), female-to-female transformation (F-F), and female-to-male transformation (F-M). The objective and subjective experiments are carried out to evaluate the performance of the proposed method, respectively. The Mel-cepstral distortion (MCD) and speaker identification system are chosen for the objective evaluation, while the ABX test and MOS test are used for the subjective evaluation. The number of GMM is set as 16. The number of principal components is optimized as 40, and 8 experienced people are employed for the listening tests.

5.1. Objective evaluation

The MCD is a common method to evaluate the objective performance of VC. It measures the cepstral distance between the converted speech and target speech, and the formula can be computed as follows

$$MCD = 10/\log_{10} \sqrt{\sum_{j=1}^{D} (mc^c_j - mc^t_j)^2},$$

(25)

where $mc^c_j$ and $mc^t_j$ are the $i$-th coefficients of converted and target MCEPs, respectively, and $D$ is the dimension of MCEPs.

Figures 1 to 4 give the average MCD results of different methods, it should be noted that a lower MCD value means a better VC performance. We can observe that when the numbers of principal components are adjusted properly, the proposed method can show greatly better performance than the baseline GMM method.
In the F-F VC, when the numbers of principal components are 40 and 60, respectively, the proposed method shows a little better performance. While in other cases, the proposed method is superior to the other methods.

![Fig. 4. MCD of F-M.](image)

The GMM based speaker identification system (Reynolds et al., 2000) is also adopted for the objective evaluation of VC. Let $\lambda_S$ and $\lambda_T$ be the trained speaker models of source and target speakers, respectively, the performance measure $\theta_{ST}$ is given by

$$\theta_{ST} = \log P(O|\lambda_T) - \log P(O|\lambda_S), \quad (26)$$

where $O$ is the observed sequence of spectral features, the average recognition results are summarized in Table 2. It can be found that before conversion all the values of $\theta_{ST}$ are minus, which demonstrates that the speech is recognized as the source speech, and after conversion the values will become plus, which indicates that the converted speech is recognized as the target one. It can be also observed that in all cases, the converted speech is more likely to be recognized as the target one. Compared to other methods, the proposed GKPCR method can efficiently increase the values of $\theta_{ST}$.

![Fig. 5. Results of ABX test.](image)

The ABX test is carried out for the similarity between converted and target speech. In this method, A and B are the converted speech using GKPCR method and other methods, respectively, X is the target speech. The listeners are asked to choose whether A or B is closer to X. Figure 5 summarizes the overall performance of different VC methods, and the results confirm the conclusions of objective tests. It can be found that the proposed GKPCR method shows significantly better preference than the baseline GMM method (With probability of 90%). Meanwhile, compared to the PCR method and KPCR method, the proposed method also shows obvious superiority.

![Table 3. Results of perceptual quality evaluation.](image)

The MOS test is also performed to evaluate the perceptual quality of the converted speech. The converted utterances using different methods are shown to the listeners, who are asked to rate the converted speech using a 5-point score from 1 “bad” to 5 “excellent”. The average scores of different methods are summarized in Table 3. The mean score and standard deviation (SD) are given, respectively, and the confidence interval is set as 95%. We can easily find that the proposed GKPCR method greatly outperforms the baseline GMM method and other methods, with higher mean scores and lower SD.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Before conversion</th>
<th>After conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GMM</td>
<td>PCR</td>
</tr>
<tr>
<td>M-M</td>
<td>-4.53</td>
<td>+3.25</td>
</tr>
<tr>
<td>M-F</td>
<td>-5.16</td>
<td>+3.01</td>
</tr>
<tr>
<td>F-F</td>
<td>-4.02</td>
<td>+3.51</td>
</tr>
<tr>
<td>F-M</td>
<td>-5.41</td>
<td>+3.14</td>
</tr>
</tbody>
</table>

5.2. Subjective evaluation

The ABX test is carried out for the similarity between converted and target speech. In this method, A and B are the converted speech using GKPCR method and other methods, respectively, X is the target speech. The listeners are asked to choose whether A or B is closer to X. Figure 5 summarizes the overall performance of different VC methods, and the results confirm the conclusions of objective tests. It can be found that the proposed GKPCR method shows significantly better preference than the baseline GMM method (With probability of 90%). Meanwhile, compared to the PCR method and KPCR method, the proposed method also shows obvious superiority.

![Fig. 5. Results of ABX test.](image)

The MOS test is also performed to evaluate the perceptual quality of the converted speech. The converted utterances using different methods are shown to the listeners, who are asked to rate the converted speech using a 5-point score from 1 “bad” to 5 “excellent”. The average scores of different methods are summarized in Table 3. The mean score and standard deviation (SD) are given, respectively, and the confidence interval is set as 95%. We can easily find that the proposed GKPCR method greatly outperforms the baseline GMM method and other methods, with higher mean scores and lower SD.

<table>
<thead>
<tr>
<th></th>
<th>GMM</th>
<th>PCR</th>
<th>KPCR</th>
<th>GKPCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean score</td>
<td>3.72</td>
<td>3.79</td>
<td>3.83</td>
<td>4.09</td>
</tr>
<tr>
<td>SD</td>
<td>0.51</td>
<td>0.48</td>
<td>0.47</td>
<td>0.42</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, a novel spectral mapping method using KPCR is proposed for VC. The proposed KPCR method can efficiently solve the overfitting problem, and also perfectly describe the nonlinear relationships between the source speech and target speech. To further improve the VC performance, the combined KPCR and GMM method is proposed. The discontinuity and oversmoothing problems of traditional GMM method are also analyzed, and can be efficiently overcome by adopting the novel post-processing strategies using posterior probability information. The adaptive median filter is employed to reduce the discontinuities, while a top-two selection strategy is proposed to solve the oversmoothing. Experimental results demonstrate that the proposed method greatly outperforms the traditional GMM method.
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Reverberant responses are widely used to characterize acoustic properties of rooms, such as the early decay time (EDT) and the reverberation times $T_{20}$ and $T_{30}$. However, in real conditions a sound decay is often deformed by background noise, thus a precise evaluation of decay times from noisy room responses is the main problem. In this paper this issue is examined by means of numerical method where the decay times are estimated from the decay function that has been determined by nonlinear polynomial regression from a pressure envelope obtained via the discrete Hilbert transform. In numerical experiment the room responses were obtained from simulations of a sound decay for two-room coupled system. Calculation results have shown that background noise slightly affects the evaluation of reverberation times $T_{20}$ and $T_{30}$ as long as the signal-to-noise ratio (SNR) is not smaller than about 25 and 35 dB, respectively. However, when the SNR is close to about 20 and 30 dB, high overestimation of these times may occur as a result of bending up of the decay curve during the late decay.

Keywords: room acoustics, reverberation, decay times, room response, background noise, coupled rooms.

1. Introduction

One of the most fundamental aims of room acoustics is a prediction of decay times from measurements of a sound pressure decay inside enclosures. An accurate determination of decay times is primary for both absorption measurements in reverberation chambers (Barron, Coleman, 2001; Nutter et al., 2007) and the evaluation of acoustics of performance spaces (Bradley, 2005; Gola, Suder-Dębska, 2009; Adelman-Larsen et al., 2010; Beranek, 2011) as well as ordinary rooms (Díaz, Pedrero, 2005, 2007). Decay times are evaluated from a decay curve defined as the graphical representation of the decay of the sound pressure level in a room as a function of time after the cut-off of a continuous sound source (ISO 3382, 2012). The estimation of decay times is achieved by approximation of appropriate parts of the decay curve by fitting lines obtained by a linear least-squares regression and then a calculation of the decay times from the slope of these lines. Another method of determining the decay curve consists in the reverse-time integration of squared impulse response (Schroeder, 1965). This method results in exceptionally smooth decay curves, making a determination of decay times simple and accurate. However, when the room impulse response is contaminated with high level background noise the method's accuracy is substantially reduced because of a distortion of decay curve slope during the late decay. This problem has been extensively studied in the past (Chu, 1978; Lundeby et al., 1995; Xiang, 1995; Morgan, 1997; Xiang, Goggans, 2001) and different remedial techniques have been proposed (Karjalainen et al., 2002; Dragonetti et al., 2009).

A subject of this paper is to study an accuracy of evaluation of decay times from room responses contaminated with background noise. The research is dedicated to low-frequency range where acoustic modes excited inside an enclosure are well separated. The reverberant response of room, which begins just after turning off the continuous sound source, is described theoretically by means of a modal expansion of a sound pressure for room systems with relatively small sound damping. The irregular room, which is considered in the study, has a form of the coupled room system consisting of two rectangular subrooms connected through an acoustically transparent opening. The choice of such a system was dictated by the fact that coupled room systems have the ability to create a nonlinear profile.
of pressure level decay (Xiang, Goggans, 2001, 2003; Meissner, 2007a, 2008a). The decay times were estimated from a decay function computed by nonlinear polynomial regression, corresponding to average long-time changes in a pressure envelope obtained via the discrete Hilbert transform. The practical issues in using the discrete Hilbert transform in signal processing were examined recently by the author (Meissner, 2012a, 2012b) and in order to improve an accuracy of this procedure, a numerical algorithm consisted in the appropriate modification of a discrete pressure signal, was proposed.

2. Simulation of reverberant response of room

In low-frequency range, the reverberant behaviour of room is strongly frequency dependent (Meissner, 2007b, 2008b). Thus, in a theoretical model it was assumed that a room is excited by a pure-tone sound source. When a steady-state is achieved, the source is abruptly switched off and the sound energy accumulated inside the room interior is absorbed on walls and an acoustic reverberation takes place. This reverberation consists of carrier waveforms of the decaying envelope that can be described by exponentially decreasing cosinusoidal functions (Meissner, 2008b)

\[ P_m(r, t) = A_m(r)e^{-r_m t}\cos(\Omega_m t - \beta_m), \]  

where \( t \geq 0 \) is the time, \( r = (x, y, z) \) represents the receiving position, \( m = 1, 2, 3, \ldots \) is the mode number, \( A_m(r) \) describes the space distribution of mode amplitude

\[ A_m(r) = \frac{c^2\omega_m \Phi_m(r)}{\Omega_m \sqrt{\left(\omega_m^2 - \omega^2\right)^2 + 4r_m^2\omega^2}}, \]  

where \( c \) is the sound speed, \( V \) is the room volume, \( \omega \) is the source frequency, \( Q(r) \) is the volume source distribution, \( \Phi_m(r) \) is the eigenfunction, \( \omega_m \) is the natural mode frequency, \( \Omega_m = \sqrt{\omega_m^2 - r_m^2} \) is the mode frequency for damped oscillation, \( \beta_m \) is the initial mode phase

\[ \beta_m = \tan^{-1}\left[\frac{r_m(\omega_m^2 + \omega^2)}{\Omega_m(\omega_m^2 - \omega^2)}\right], \]  

and \( r_m \) is the modal damping coefficient

\[ r_m = \frac{1}{2}\rho c^2 \frac{\Phi_m^2(r') \, dr'}{Z}, \]  

where \( \rho \) is the air density, \( S \) is the surface of room walls and \( Z \) is the wall impedance. In real conditions, the room response is usually deformed by the background noise, then assuming that the noise has a uniform spectral distribution, the formula for the reverberant response of room in noisy environment can be written as

\[ p(r, t) = \sum_{m=1}^{M} P_m(r, t) + A_N \xi(t), \]  

where \( A_N \) is the noise amplitude and \( \xi(t) \) is the unity-level random signal. In a computer algorithm, the signal \( \xi(t) \) is created by the function generating random real numbers from the range \((-1, 1)\). In Eq. (5) the index \( M \) corresponds to the last mode whose frequency is smaller than the Schroeder frequency

\[ f_s = c\sqrt{\frac{6}{A}}, \]  

where \( A \) is the equivalent absorption area. As was proved by Schroeder (1996), below this frequency the modal density is low and particular modes can be decomposed from the room response, thus in multimode resonance systems the Schroeder frequency \( f_s \) marks the transition from individual, well-separated resonances to many overlapping modes.

An accuracy of the method of determining the decay times has been investigated for a coupled room system consisting of two connected rectangular subrooms. This was motivated by the fact that such a room is capable of producing a nonlinear profile of pressure level decay which may result in significant differences in decay times in the initial and late stages of sound decay. A horizontal cross-section of the room is shown in Fig. 1. The subrooms have the same height \( h \) of \( 3 \text{ m} \) and their lengths and widths are the following:
\[ l_1 = 5.7 \, m, \quad l_2 = 4 \, m, \quad w_1 = 8 \, m \quad \text{and} \quad w_2 = 5 \, m. \] 
The coupling between subrooms is realized by the opening having the height \( h \), the width \( w \) of 2 m and the thickness \( d \) of 0.3 m. The room system was excited with the power of \( 10^{-3} \) W by a harmonic source situated at the point: \( x = 2 \, m, \quad y = 5 \, m, \quad z = 1 \, m. \) 
The room response was received at two observation points: \( x = 3 \, m, \quad y = 3 \, m, \quad z = 1.8 \, m \) (subroom A) and \( x = 8 \, m, \quad y = 2 \, m, \quad z = 1.8 \, m \) (subroom B). The walls of subrooms A and B were assumed to be covered by materials having the random-absorption coefficients \( \alpha_1 \) and \( \alpha_2 \). Thus, the equivalent absorption area \( A \) is the following

\[ A = \alpha_1 S_1 + \alpha_2 S_2, \quad (7) \]

where \( S_1 \) and \( S_2 \) are surfaces of walls in subrooms A and B. In a numerical simulation the coefficients \( \alpha_1 \) and \( \alpha_2 \) were set to 0.04 and 0.185, respectively. Therefore, in the considered case a sound absorption in subroom A was much smaller than in subroom B. Using Eqs. (6) and (7), and the assumed values \( \alpha_1 \) and \( \alpha_2 \), it is easy to calculate that the Schroeder frequency is as follows: \( f_s \approx 174 \, Hz. \) Below this frequency 150 eigenmodes were found and for this set of modes the reverberant responses of room in receiving positions were simulated. The eigenfunctions \( \Phi_m \) were computed by a numerical solution of the wave equation where the finite difference method and the forced oscillator method were employed (MEISSNER, 2007b).

A computer reconstruction of room reverberant response was performed for two source frequencies: 107 and 151 Hz, which correspond approximately to eigenfrequencies of 44th and 107th modes. The room responses computed for these frequencies under noise-free conditions are shown in Fig. 2. Calculation results indicate in a clear way that in the analyzed coupled room system a shape of the room response and an initial amplitude of a sound decay strongly depend on the sound frequency and a position of the observation point. For example, when the source frequency is set to 107 Hz, a smooth decay of the sound pressure is observed inside the subroom A in the first receiving position (Fig. 2a). However, a shift of this position to the subroom B results in a fundamental change of the response consisting in a rapid decrease in a pressure in the initial stage of a sound decay (Fig. 2b). On the other hand, for the source frequency of 151 Hz large wave fluctuations in reverberant responses are noted suggesting that in these cases the beating effect is present (Figs. 2c, d).

**Fig. 2.** Temporal changes in sound pressure \( p \) for source frequencies: a), b) 107 Hz and c), d) 151 Hz, and noise-free conditions. Position of observation point: a), c) subroom A, b), d) subroom B.
3. Detection of response envelope via discrete Hilbert transform

The Hilbert transform is an important tool for a signal analysis because it can be used in a direct examination of instantaneous properties of the signal such as an envelope and a phase. An application of this method to the reverberant response of rooms enables a detection of the response envelope giving a more accurate prediction of decay times. In continuous time domain a classical definition of the Hilbert transform $\mathcal{H}$ is as follows (Hahn, 1996)

$$\mathcal{H}[s(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{s(\tau)}{t-\tau} \, d\tau, \quad (8)$$

where $s(t)$ is a real-valued signal and the symbol $\mathcal{H}$ denotes the principal value integral because of the possible singularity at $\tau = t$. Of course, the room response obtained by a numerical simulation is of finite length and digitally sampled, thus if the pressure $p(r, t)$ from Eq. (5) is uniformly sampled with the period $T$, the discrete-time pressure signal is obtained

$$p[n] = p(r, t[n]), \quad (9)$$

where $t[n] = nT$, $n = 0, 1, \ldots, N$ and on the left side, the spatial coordinate $r$ is omitted for simplicity of notation. In discrete time case, the Hilbert transform $\mathcal{H}$ is replaced by the discrete Hilbert transform $\mathcal{H}_d$. In order to improve an exactness of the discrete Hilbert transform in the prediction of pressure envelope the extended discrete signal $P[n]$ determined on the basis of the original pressure signal $p[n]$ is introduced (Meissen, 2012a)

$$P[n] = \begin{cases} -p[N-n], & n = 0, 1, \ldots, N-1, \\ p[-N+n], & n = N, N+1, \ldots, 2N. \end{cases} \quad (10)$$

The new discrete signal is determined in a double-extended time interval and represents a discrete function having a rotational symmetry with respect to the origin of coordinate system. This method of signal processing reduces an inaccuracy of the discrete Hilbert transform generated by a limitation of a signal duration (end effect) and caused by the fact that for exponentially decaying harmonic signals the Bedrosian identity (Bedrosian, 1963) is not satisfied. Using a definition of the discrete Hilbert transform for non-periodic signals (Kak, 1970), the Hilbert transform of the extended signal $P[n]$ is determined by

![Fig. 3. Temporal decay of level $L[n]$ of pressure envelope for signals shown in Fig. 2.](image-url)
\[ \mathcal{H}_d(P[n]) = \begin{cases} 
\frac{2}{\pi} \sum_{m=\text{odd}} \frac{P[m]}{n-m}, & n \text{ even}, \\
\frac{2}{\pi} \sum_{m=\text{even}} \frac{P[m]}{n-m}, & n \text{ odd}. 
\end{cases} \]

Subsequently, a logarithmic decay of a pressure envelope is found from the equation

\[ L[n] = 20 \log(E[n]/E[0]), \]

where \( E[n] = \sqrt{P^2[n] + \mathcal{H}_d^2(P[n])} \) and \( E[0] \) is the envelope at a beginning of a sound decay.

Calculation results in Fig. 3 depict temporal changes in the relative level \( L[n] \) of the pressure envelope calculated for the room responses shown in Fig. 2 by applying the method presented above. For the first room response, the level \( L[n] \) in the analysed time domain decreases almost linearly with the time showing that in this case a reverberation process can be described by a single decay time. A characteristic property of the second room response is a considerable difference between decay times in the early and late stages of the decaying sound. In the last two cases significant fluctuations of the level \( L[n] \) are observed and they are due to a presence of two dominant modes of slightly different frequencies in room responses. This causes the pressure envelope to fluctuate with a frequency equal to the difference between frequencies of these modes (the beating effect).

Numerical data in Fig. 4 show changes in the room responses when the sound decay is deformed by a high level background noise \( (A_N = 2 \times 10^{-2} \text{ Pa}, \text{ the noise level } L_N \text{ of } 60 \text{ dB}) \). Under such very noisy conditions, the decrease in the relative level \( L[n] \) is noted in the initial stage of reverberation process until the decaying signal is masked by the noise. A duration of this initial stage depends directly on the signal-to-noise ratio (SNR) and of course, it is visibly smaller for low SNRs as is evident from the comparison of Figs. 2 and 4.

### 4. Evaluation of decay times

As was shown in the previous section, an application of the discrete Hilbert transform method is a simple way to calculate the relative level \( L[n] \) of a pressure envelope in room responses. However, an accuracy of a direct evaluation of decay times from changes in the level \( L[n] \) is substantially limited by a presence of background noise and large fluctuations of pressure in some responses. Therefore, in a numerical procedure
the function $L[n]$ was employed to construct the decay function $L_{av}$ describing average long-time changes in a sound pressure level. This function was calculated by nonlinear polynomial regression and it was finally used to predict decay times. Examples of functions $L_{av}$ computed by this method (solid lines) and the level $L[n]$ corresponding to these functions (gray lines) are shown in Fig. 5. The results were obtained for the sound source of frequency 151 Hz located in the subroom A and the background noise level $L_N$ of 0 and 60 dB.

![Graph](image)

Fig. 5. Level $L[n]$ of pressure envelope (gray lines) and decay function $L_{av}$ calculated by polynomial regression of 8th order (solid lines) for source frequency of 151 Hz and noise level $L_N$: a) 0 dB, b) 60 dB. Observation point in subroom A.

The estimation of decay times was based on finding a fit line to appropriate parts of the function $L_{av}$ and it was realized by a linear regression. In order to properly characterize the reverberation process, three decay times were computed: the early decay time (EDT) predicted on the basis of a drop of $L_{av}$ from 0 to $-10$ dB and the reverberation times $T_{20}$ and $T_{30}$ estimated from a decrease in $L_{av}$ from $-5$ to $-25$ and $-35$ dB, respectively. The early decay time is always determined from measurements because the initial decay is important from the subjective viewpoint. The decay time $T_{30}$ is a standard measure of the reverberation time under low-noise conditions. However, when the decay curve does not have sufficient dynamic range due to the presence of high level background noise, the decay time $T_{20}$ is used as appropriate measures of the reverberation time (ISO 3382, 2012).

Results of evaluation of the decay times EDT, $T_{30}$ and $T_{20}$ are summarized in Tables 1 and 2. They illustrate changes in the decay times with the background noise level $L_N$ increasing from 0 to 60 dB in 10 dB steps and show variations of these times with corresponding SNRs. In addition to these data, in Tables 1 and 2 dimensionless parameters $\Delta_{EDT}$, $\Delta_{T_{20}}$ and $\Delta_{T_{30}}$ are also collected. These quantities are defined as

\[
\Delta_{EDT} = \frac{|EDT(0) - EDT(L_N)|}{EDT(0)},
\]

\[
\Delta_{T_{20}} = \frac{|T_{20}(0) - T_{20}(L_N)|}{T_{20}(0)},
\]

\[
\Delta_{T_{30}} = \frac{|T_{30}(0) - T_{30}(L_N)|}{T_{30}(0)},
\]

where $EDT(0)$, $T_{20}(0)$ and $T_{30}(0)$ are values of decay times for the background noise level $L_N$ equal to zero ($A_N = 2 \times 10^{-5} \text{ Pa}$), thus they represent relative errors in the evaluation of decay times due to the presence of background noise.

Simulation data collected in upper part of Table 1 were obtained in the receiving position located in the subroom A for the source frequency of 107 Hz. In this case the room response is characterized by large and moderate SNRs (37–97 dB) resulting in a good accuracy in determination of decay times. Since the response is dominated by one acoustic mode all decay times are very similar (3.012–3.050 s). For the same source frequency and the observation point located in subroom B, the decay function exhibits a “sagging” appearance in an initial stage of decay (Fig. 3) causing that the early decay time is approximately three times smaller than the reverberation times $T_{20}$ and $T_{30}$ evaluated from the late decay. Horizontal lines in Table 1 denote the case when the SNR is below 30 dB making it impossible to determine the reverberation time $T_{30}$.

Calculation results in Table 2 were obtained for the source frequency of 151 Hz. They confirm that decay functions created on the basis of signals received at both observation points are highly nonlinear because the decay times considerably differ. For example, if the observation point is located in the subroom A and the background noise level $L_N$ is zero, the early decay time is approximately 1.9 times smaller than $T_{20}$ and 2.2 times smaller than $T_{30}$. On the other hand, when this point is located in the subroom B, the ratios $T_{20}/EDT$ and $T_{30}/EDT$ are respectively equal to 2.6 and 2.3 for $L_N = 0$. Because of smaller signal dynamics, the effect of background noise on the reverberation process manifests itself through high increase in reverberation times $T_{20}$ and $T_{30}$ for the lowest SNRs (observation point in subroom A) or a total impossibility of determining these reverberation times for a number of cases (observation point in subroom B).
Table 1. Decay times EDT, $T_{20}$, $T_{30}$ and relative errors $\Delta_{\text{EDT}}$, $\Delta_{T_{20}}$, $\Delta_{T_{30}}$ versus background noise level $L_N$ and signal-to-noise ratio. Source frequency of 107 Hz. Observation point in subroom A (upper part of table) and subroom B (bottom part of table).

<table>
<thead>
<tr>
<th>$L_N$ [dB]</th>
<th>SNR [dB]</th>
<th>EDT [s]</th>
<th>$\Delta_{\text{EDT}}$ [%]</th>
<th>$T_{20}$ [s]</th>
<th>$\Delta_{T_{20}}$ [%]</th>
<th>$T_{30}$ [s]</th>
<th>$\Delta_{T_{30}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>97</td>
<td>3.050</td>
<td>0</td>
<td>3.012</td>
<td>0.002</td>
<td>3.028</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>87</td>
<td>3.050</td>
<td>0.006</td>
<td>3.012</td>
<td>0.009</td>
<td>3.028</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>77</td>
<td>3.049</td>
<td>0.024</td>
<td>3.012</td>
<td>0.031</td>
<td>3.028</td>
<td>0.003</td>
</tr>
<tr>
<td>30</td>
<td>67</td>
<td>3.047</td>
<td>0.080</td>
<td>3.013</td>
<td>0.052</td>
<td>3.028</td>
<td>0.007</td>
</tr>
<tr>
<td>40</td>
<td>57</td>
<td>3.048</td>
<td>0.071</td>
<td>3.015</td>
<td>0.107</td>
<td>3.033</td>
<td>0.179</td>
</tr>
<tr>
<td>50</td>
<td>47</td>
<td>3.026</td>
<td>0.782</td>
<td>3.025</td>
<td>0.456</td>
<td>3.029</td>
<td>0.047</td>
</tr>
<tr>
<td>60</td>
<td>37</td>
<td>3.035</td>
<td>0.497</td>
<td>3.025</td>
<td>0.456</td>
<td>3.029</td>
<td>0.047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$L_N$ [dB]</th>
<th>SNR [dB]</th>
<th>EDT [s]</th>
<th>$\Delta_{\text{EDT}}$ [%]</th>
<th>$T_{20}$ [s]</th>
<th>$\Delta_{T_{20}}$ [%]</th>
<th>$T_{30}$ [s]</th>
<th>$\Delta_{T_{30}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>88</td>
<td>1.086</td>
<td>0</td>
<td>3.498</td>
<td>0.013</td>
<td>3.260</td>
<td>0.007</td>
</tr>
<tr>
<td>10</td>
<td>78</td>
<td>1.089</td>
<td>0.237</td>
<td>3.498</td>
<td>0.024</td>
<td>3.260</td>
<td>0.026</td>
</tr>
<tr>
<td>20</td>
<td>68</td>
<td>1.097</td>
<td>0.959</td>
<td>3.498</td>
<td>0.055</td>
<td>3.258</td>
<td>0.057</td>
</tr>
<tr>
<td>30</td>
<td>58</td>
<td>1.105</td>
<td>1.712</td>
<td>3.497</td>
<td>0.109</td>
<td>3.259</td>
<td>0.016</td>
</tr>
<tr>
<td>40</td>
<td>48</td>
<td>1.117</td>
<td>2.861</td>
<td>3.495</td>
<td>0.236</td>
<td>3.245</td>
<td>0.463</td>
</tr>
<tr>
<td>50</td>
<td>38</td>
<td>1.186</td>
<td>9.179</td>
<td>3.451</td>
<td>9.129</td>
<td>6.655</td>
<td>92.84</td>
</tr>
<tr>
<td>60</td>
<td>28</td>
<td>1.240</td>
<td>14.12</td>
<td>3.460</td>
<td>1.099</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2. Decay times EDT, $T_{20}$, $T_{30}$ and relative errors $\Delta_{\text{EDT}}$, $\Delta_{T_{20}}$, $\Delta_{T_{30}}$ versus background noise level $L_N$ and signal-to-noise ratio. Source frequency of 151 Hz. Observation point in subroom A (upper part of table) and subroom B (bottom part of table).

<table>
<thead>
<tr>
<th>$L_N$ [dB]</th>
<th>SNR [dB]</th>
<th>EDT [s]</th>
<th>$\Delta_{\text{EDT}}$ [%]</th>
<th>$T_{20}$ [s]</th>
<th>$\Delta_{T_{20}}$ [%]</th>
<th>$T_{30}$ [s]</th>
<th>$\Delta_{T_{30}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>81</td>
<td>1.554</td>
<td>0</td>
<td>2.889</td>
<td>0.055</td>
<td>3.451</td>
<td>0.003</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>1.554</td>
<td>0.041</td>
<td>2.888</td>
<td>0.011</td>
<td>3.452</td>
<td>0.024</td>
</tr>
<tr>
<td>20</td>
<td>61</td>
<td>1.554</td>
<td>0.008</td>
<td>2.890</td>
<td>1.830</td>
<td>3.463</td>
<td>0.352</td>
</tr>
<tr>
<td>30</td>
<td>51</td>
<td>1.569</td>
<td>0.949</td>
<td>2.942</td>
<td>3.909</td>
<td>3.490</td>
<td>1.123</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td>1.584</td>
<td>1.907</td>
<td>3.002</td>
<td>7.926</td>
<td>6.655</td>
<td>92.84</td>
</tr>
<tr>
<td>50</td>
<td>31</td>
<td>1.604</td>
<td>3.175</td>
<td>3.118</td>
<td>90.38</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>21</td>
<td>1.537</td>
<td>1.080</td>
<td>5.501</td>
<td>90.38</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$L_N$ [dB]</th>
<th>SNR [dB]</th>
<th>EDT [s]</th>
<th>$\Delta_{\text{EDT}}$ [%]</th>
<th>$T_{20}$ [s]</th>
<th>$\Delta_{T_{20}}$ [%]</th>
<th>$T_{30}$ [s]</th>
<th>$\Delta_{T_{30}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>72</td>
<td>1.631</td>
<td>0</td>
<td>4.246</td>
<td>0.700</td>
<td>3.818</td>
<td>0.012</td>
</tr>
<tr>
<td>10</td>
<td>62</td>
<td>1.631</td>
<td>0.041</td>
<td>4.249</td>
<td>0.199</td>
<td>3.823</td>
<td>0.153</td>
</tr>
<tr>
<td>20</td>
<td>52</td>
<td>1.630</td>
<td>0.050</td>
<td>4.255</td>
<td>0.693</td>
<td>3.863</td>
<td>1.192</td>
</tr>
<tr>
<td>30</td>
<td>42</td>
<td>1.613</td>
<td>1.070</td>
<td>4.276</td>
<td>2.071</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>40</td>
<td>32</td>
<td>1.589</td>
<td>2.527</td>
<td>4.334</td>
<td>2.071</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>50</td>
<td>22</td>
<td>1.687</td>
<td>3.478</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>12</td>
<td>2.003</td>
<td>22.84</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

5. Summary and conclusions

Reverberation is the most basic and easily perceived acoustical property of enclosures, therefore one of the most important objectives of room acoustics is an evaluation of decay times from room reverberant responses. However, in real measurements a late sound decay is usually contaminated with background noise, thus an accurate prediction of reverberation times from noisy room responses is the main concern. The problem was examined using a numerical technique where the decay times are estimated from the best straight line fit to the decay function that has been calculated by nonlinear polynomial regression from a pressure envelope obtained via the discrete Hilbert transform. A choice of such a procedure was a consequence of large fluctuations of the pressure envelope arising from noise disturbances and modal interactions which cause the beating effect.

Room responses exploited in a numerical experiment were adopted from sound decay simulations, performed for a coupled room system consisting of two connected rectangular subrooms. As a result of complex room shape and irregular distribution of absorbing material, a nonlinear behaviour of a pressure level decay was noted. The numerical experiment indicated that the background noise only slightly influences the evaluation of reverberation times $T_{20}$ and $T_{30}$ as long as the SNR is not smaller than about 25 and 35 dB, respectively. This implies that the proposed method...
tolerates clearly smaller dynamic ranges for evaluation of the reverberation times $T_{20}$ and $T_{30}$ than is required by the ISO 3382 standard.

In the past, several methods were applied for estimating decay times. A nonlinear iterative regression method for evaluating reverberation times from Schroeder’s decay curves was proposed by Xiang (1995). He found that the SNR of 35 dB is a sufficient dynamic range for accurate prediction of the reverberation time $T_{30}$ and this result is in accordance with the finding of this study. The method of Xiang was extended by Xiang and Goggans (2001) to multirate decay functions using Bayesian probability theory and, as was demonstrated, for two coupled rooms Bayesian decay time estimation yields a reliable value when the SNR is higher than 41 dB.
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There are an increasing number of binaural systems embedded with head-related transfer functions (HRTFs), so listeners can experience virtual environments via conventional stereo loudspeakers or head-phones. As HRTFs vary from person to person, it is difficult to select appropriated HRTFs from already existing databases for users. Once the HRTFs in a binaural audio device hardly match the real ones of the users, poor localization happens especially on the cone of confusion. The most accurate way to obtain personalized HRTFs might be doing practical measurements. It is, however, expensive and time consuming. Modifying non-individualized HRTFs may be an effort-saving way, though the modifications are always accompanied by undesired audio distortion. This paper proposes a flexible HRTF adjustment system for users to define their own HRTFs. Also, the system can keep sounds from suffering intolerable distortion based on an objective measurement tool for evaluating the quality of processed audio.
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1. Introduction

The duplex theory (RAYLEIGH, 1907) provides a model for a listener to distinguish the location of a sound source by feeling interaural time differences (ITDs) and interaural level differences (ILDs). However, the model has a problem specifying a unique three-dimensional position, because the positions on the cone of confusion (CHENG, WAKEFIELD, 2001) share the same ITD and ILD cues. Head-related transfer functions (HRTFs) subsume not only ITD and ILD information but also the spectral characteristics, frequency magnitude, and phase responses for perception of a source in a three-dimensional space. In Fig. 1, where \(s(t)\) is the sound coming from the loudspeaker \(M\), \(e_l(t)\) and \(e_r(t)\) are the sounds reaching the listener’s left and right eardrums, respectively, which can be represented as:

\[
e_l(t) = s(t) * h_{Ml}(t) \tag{1}
\]

and

\[
e_r(t) = s(t) * h_{Mr}(t), \tag{2}
\]

where “\(*\)” symbolizes the convolution operator; \(h_{Ml}(t)\) and \(h_{Mr}(t)\) denote a pair of head-related impulse responses (HRIRs), the inverse Fourier Transforms of HRTFs \(H_{Ml}(f)\) and \(H_{Mr}(f)\), containing the characteristic of sound affected by the head, pinna, shoulder, and torso.

To date, some labs have measured several kinds of HRTFs by using artificial models (GARDNER, MARTIN, 1994) or real human beings (ALGAZI et al., 2001). However, when users use those databases, they might be unfamiliar with the HRTFs which do not actually belong to them. Then, two negative effects may hap-
pen, the so-called front-back confusions and up-down confusions. Figure 2 illustrates an example of front-back confusions. ITDs are important variables for human beings to locate the positions of sounds, but listeners perceive the same ITD if two sounds are virtually placed in the front hemisphere and symmetrically in the back hemisphere. In this case, listeners tend to confuse the locations of the front sound and the behind sound. On the other hand, Fig. 3 shows an illustration of up-down confusions. When human beings distinguish the elevations of sounds, the peaks and notches of HRTFs in frequency domain are quite important (Hebrank, Wright, 1974). If the spectrum characteristics of the non-individualized HRTFs stored in 3D audio systems rarely match those of the listener, the listener may have difficulties in locating the correct elevation of the virtual sound, thereby feeling it coming from a position slightly upper or lower than the actual one.

![Fig. 2. Front-back confusions: T – the time delays from speakers to the left ear, T+Δt – the time delays from speakers to the right ear.](image)

For medical electronics, Dobrucki et al. (2010) have introduced an efficient and reliable way to measure HRIRs in the visually impaired. Dobrucki and Plaskota (2007) have also indicated the measurement of head and ear geometry could provide sufficient information for modeling a numerical model. For consumer electronics, there have been several kinds of algorithms proposed to help listeners overcome the negative effects without any measurements. Tan and Gan (1998) have set up a 3D sound system by using a high-pass filter, several band-pass filters, and few variable gains, so users can boost or attenuate the frequency components in each filter band which is associated with front, back, up, and down perceptions. Gupta et al. (2002) obtained HRTF modification functions by using a solid sphere with cardboard flaps functioning as a human being’s head with ears. Zhang et al. (1998) used weight functions to refine HRTFs, exaggerating the difference between front and back transfer functions. Park et al. (2005) noticed that the weight functions introduced by Zhang et al. (1998) overamplify spectral peaks and notches, and thus proposed more moderate functions. Even if those algorithms enhance the spatial effects, they may also cause distortions in terms of audio quality. Nevertheless, those studies rarely used any objective measurements to evaluate the distortions.

In this paper, we propose an HRTF adjustment system equipped with perceptual evaluation of audio quality (PEAQ), the International Telecommunications Union (ITU) standard for audio quality assessment (ITU-R BS.1387, 1994), so that objective measurements of perceived audio quality can be assessed. Moreover, the proposed system is composed of parametric filters which provide flexibility in the adjustment process.

## 2. Spatial effect enhancement

Based on several psychoacoustic studies (Hebrank, Wright, 1974; Iida et al., 2007) and the frequency responses of HRTFs (Gardner, Martin, 1994; Algazi et al., 2001), we have observed that the spectrum components in some frequency bands are closely associated with the subjective impression of direction.

Hebrank and Wright (1974) summarized the following results. Firstly, a sound passing by a 1-octave notch filter with the center frequency located at 7.5 kHz and a high pass filter with the cut-off frequency from 13 kHz to 14 kHz is perceived as a source located directly ahead. Second, a sound filtered by a 1/4-octave peak filter with an 8 kHz center frequency is perceived as a source located straight above. Finally, a peak filter at 11 kHz makes a sound perceived as a source located directly behind.

Iida et al. (2007) found that on the median plane, the peak of an HRTF always happens at about 4 kHz. Therefore, they suggested the peak is the reference information for human beings to analyze other peaks and notches. Moreover, they showed that two notch filters located at 9 and 16 kHz make a source appear as to be behind.
As a result, the adjustment filters for non-individualized HRTFs are designed according to the information in Table 1 which presents the summary of using the special frequency bands related to the subjective impression of direction. Figures 4a, b, and c indicate the magnitude frequency characteristics of the filter structures for making a sound coming from ahead, above, and behind, respectively.

Table 1. The characteristics of filters used in the proposed system.

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>Center Frequency</th>
<th>Band Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Frontness&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak</td>
<td>4 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>Notch</td>
<td>7.5 kHz</td>
<td>1 octave</td>
</tr>
<tr>
<td>Peak</td>
<td>14 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>&quot;Aboveness&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak</td>
<td>4 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>Peak</td>
<td>8 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>&quot;Behindness&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak</td>
<td>4 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>Notch</td>
<td>9 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>Peak</td>
<td>11 kHz</td>
<td>1/4 octave</td>
</tr>
<tr>
<td>Notch</td>
<td>16 kHz</td>
<td>1/4 octave</td>
</tr>
</tbody>
</table>

The filter structures are composed of second-order parametric equalizers. The detailed design procedure is described by Zhang et al. (2010), and thus only the results are given in this paper. Zhang et al. (2010) designed three user-defined variables associated with digital audio equalization for octave bands. The first variable is used for determining the radian center frequency $\omega_c$. The second variable is for the filter gain, $G$. The third variable $Q$ is used to design the quality factor. Finally, the three parameters form the biquadratic filter transfer function shown as

$$H(z) = \left[ (1 + M_1) + (M_2 - M_3 - 1)z^{-1} + (M_3 - M_1)z^{-2} \right] / \left[ 1 + (M_2 - M_3 - 1)z^{-1} + M_3z^{-2} \right].$$ \hspace{1cm} (3)

When we design a peak filter, let

$$M_1 = \frac{(G - 1)k}{1 + \frac{k}{Q} + k^2},$$
$$M_2 = \frac{4k^2}{1 + \frac{k}{Q} + k^2},$$
$$M_3 = \frac{1 - \frac{k}{Q} + k^2}{1 + \frac{k}{Q} + k^2},$$ \hspace{1cm} (4)

where $k = \tan(\omega_c/2)$. 

![Fig. 4. The magnitude frequency characteristics of the filter structures: a) ahead, b) overhead, and c) behind.](image-url)
When designing a notch filter, we choose

\[ M_1 = \frac{- (G - 1)k}{kG + k^2}, \]

\[ M_2 = \frac{4k^2}{kG + k^2}, \]

\[ M_3 = \frac{1 - kG + k^2}{1 + kG + k^2}, \]  

(5)

where \( k = \tan(\omega_c/2) \).

The filter structures are realized by cascading such peak or notch filters. Because of using parametric filters, the magnitude and bandwidth of each peak or notch can be adjusted flexibly. In Fig. 4, we arbitrary tune the magnitude to 10 dB for peaks and -10 dB for notches and the bandwidth, if it cannot be clearly found in references, to 1/4 octave.

An example of enhancing non-individualized HRTFs from three directions on the median plane is shown in Fig. 5. In this example, we assume that the listener’s head is perfectly symmetrical, so the left and right ear impulse responses are identical (Gardner, Martin, 1994). The non-individualized HRTFs corresponding to a point ahead, overhead, and behind are respectively filtered by the three filter structures whose frequency responses are shown in Figs. 4a, b, and c. Figure 5 indicates that the effects of HRTFs are exaggerated. That is, by using the proposed adjustment system, the peak values are modified to be higher, while the notch values are lower.

3. Audio quality assessment

It is generally accepted that either overamplifying peaks or attenuating notches causes sound distortions (Zhang et al., 1998; Park et al., 2005). Therefore, a computer-based objective algorithm, PEAQ, is introduced to analyze the relationship between sound distortions and HRTF enhancements. PEAQ was developed for objective measurement of the perceived audio quality, grading the quality of the audio signals. Unlike traditional objective measurement methods, such as signal-to-noise-ratio (SNR) or total-harmonic-
distortion (THD), PEAQ is designed based on the training of a neural network.

The measurement scheme is shown in Fig. 6. Users can determine the level of enhancement by adjusting the parameters of parametric filters after selecting the non-individualized HRTFs. Then the audio filtered by the modified HRTF will be compared with that filtered by the original one. Finally, overall difference grade (ODG) is generated. Normally, ODG is a value in the range of 4 to 0. As shown in Fig. 7, the more negative the score, the more perceptible the audio distortion. The ODG values provide the information about the tolerance of audio distortion, so HRTFs can be reasonably adjusted by users.

\[
\text{ODG} = \frac{E - E'}{E'}
\]

Fig. 7. Five-grade impairment scale.

4. Applications

Downmixing is an audio technique used to convert multi-channel surround to stereo format. The performance of downmix equations given by ITU recommendation (1994) had been well discussed (Kin, Plaskota, 2011). In addition to using downmix parameters, Hen et al. (2008) have exploited HRTFs to reproduce 5-channel audio over headphones. Recently, the conversion from 7-channel to 2-channel format has been proposed (Yao et al., 2011). The main idea is to extend the situation from Fig. 1 to Fig. 8, so \(e_l(t)\) and \(e_r(t)\) will become (6) and (7), where \(h_{XY}(t)\) is the HRIR between the loudspeaker \(X\) (C, L, R, LS, RS, LB, or RB) and the listener’s ear \(y\) (l or r), and \(s_X(t)\) denotes the original audio signal produced by the loudspeaker \(X\):

\[
e_l(t) = s_C(t) * h_{Cl}(t) + s_L(t) * h_{Ll}(t) + s_R(t) * h_{Rl}(t) + s_{LS}(t) * h_{LSl}(t) + s_{LR}(t) * h_{LBl}(t) + s_{LR}(t) * h_{RBl}(t);
\]

(6)

\[
e_r(t) = s_C(t) * h_{Cr}(t) + s_L(t) * h_{Lr}(t) + s_R(t) * h_{Rr}(t) + s_{LS}(t) * h_{LSr}(t) + s_{LR}(t) * h_{LBr}(t) + s_{LR}(t) * h_{RBr}(t).
\]

(7)

Fig. 8. A 7-channel surround system, \(h - \text{HRIRs}\).
are virtually placed in the front hemisphere and symmetrically in the back hemisphere, respectively. The similar situation can be found by looking into the positions of the loudspeaker $R$ and loudspeaker $RB$. As a result, the proposed HRTF adjustment technique is applied to improve the perceived localization of these four loudspeakers. The experimental results are described in the following section.

5. Experiments and results

During the experiments, subjective listening tests are carried out to evaluate spatial effects, while PEAQ is used to assess audio quality. The system is currently being run on a PC with the operating system Windows 7. The functions of HRTF adjustments and audio quality assessments were technically implemented in Matlab programming. The sounds are played via headphones. We compare the experimental results by tuning the magnitude of each peak and notch to three different settings, ±5 dB, ±10 dB, and then ±15 dB.

For subjective listening tests, 15 untrained subjects, 8 males and 7 females, are involved. They are asked to locate white noise filtered through the original HRTFs and the modified ones. Each piece of white noise comes from any of the four positions corresponding to the loudspeaker $R$, the loudspeaker $RB$, the loudspeaker $L$, and the loudspeaker $LB$ in Fig. 8. The purpose of the subjective tests is to determine the best sound localization of the four settings presented as follows:

- Test A – Original HRTFs measured by Gardner and Martin (1994);
- Test B – Modified HRTFs by adjusting the peak filter values to 5 dB and the notch filter values to −5 dB;
- Test C – Modified HRTFs by adjusting the peak filter values to 10 dB and the notch filter values to −10 dB;
- Test D – Modified HRTFs by adjusting the peak filter values to 15 dB and the notch filter values to −15 dB.

There are 24 stimuli in each test. A stimulus is composed of a 1-second pause followed by a 2-second burst of white noise coming from different positions in random order. The same directional white noise was presented 6 times per test. The total duration of each test is 72 seconds. It takes about 5 minutes for each subject to complete the four tests. When a subject correctly recognizes the direction of the sound source, a point is accumulated in this current test. The average scores scaled from 0% to 100% are shown in Fig. 9. The means and standard deviations may appear in connection with the hypothesis that the more exaggeratedly we reshape HRTFs, the more easily listeners can distinguish the locations.

![Fig. 9. Perceived clarity of sound locations. The circles are the mean values and the vertical lines symbolize the standard deviation values.](image)

For objective measurement of perceived audio quality, the input signals are several types of audio pieces including string, wind, percussion, and piano music. As shown in Fig. 6, input audio filtered by an original HRTF functions as a reference referring to undistorted signal, while input audio filtered by a modified HRTF is the distorted signal under evaluation. After processing by PEAQ, we summarize the resulting ODGs in Table 2. Through looking into the values of ODGs one can see, as we expect, that the larger the filter gain, the worse the grade.

Table 2. The resulting ODGs by adjusting the magnitude of parametric filters.

<table>
<thead>
<tr>
<th>Filter setting</th>
<th>Cello</th>
<th>Flute</th>
<th>Cymbals</th>
<th>Piano</th>
</tr>
</thead>
<tbody>
<tr>
<td>±5 dB</td>
<td>−0.522</td>
<td>−0.357</td>
<td>−0.909</td>
<td>−0.288</td>
</tr>
<tr>
<td>±10 dB</td>
<td>−1.502</td>
<td>−1.181</td>
<td>−1.142</td>
<td>−1.163</td>
</tr>
<tr>
<td>±15 dB</td>
<td>−2.151</td>
<td>−1.983</td>
<td>−2.152</td>
<td>−2.511</td>
</tr>
</tbody>
</table>

6. Discussion

The proposed filter structures are developed according to spectral cues on the median plane (Hebrank, Wright, 1974; Iida et al., 2007), but we find the proposed system still work pretty well when it is applied to the virtual 7-channel surround. This is because positions of loudspeakers $R$, $RB$, $L$, and $LB$ are not far from the median plane, a reason which can be verified by comparing the HRTF characteristics at the positions $R$, $RB$, $L$, and $LB$ and those on the median plane. Figure 10 illustrates an instance of the comparison. Through looking into the magnitude of $H_{RL}(f)$, $H_{LB}(f)$, $H_{CL}(f)$, and $H_{CR}(f)$ one can see that there is not much difference among the HRTFs.
Broadly speaking, the experimental results indicate a negative correlation coefficient between the spectral difference in HRTFs and the grade of audio quality, while the correlation coefficient between the spectral difference in HRTFs and the spatial effect of sound is positive. When reinforcing the localization performance, one should be careful about audio distortion. Through looking into the resulting ODGs in Table 2 together with the physical meanings of ODG scale in Fig. 7 it can be seen that the treated audio becomes slightly annoying when HRTF magnitude variations reach ±15 dB. On the other hand, the ODGs are in ±5 dB setting range between 0 and −1 which means the treatment is perceptible but not annoying.

Although there is a negative relationship between audio quality and localization performance, some of the subjects got a higher score in Test B than in Test D. The possible explanation is that the filter setting used in Test B provides reasonable spectral cues which coincidentally match their real HRTFs, so they are similar to the modified ones. That the unchanged HRTFs match the listener’s HRTFs could also happen, but rarely. This can be verified by the high standard deviation in Test A in Fig. 9.

In order to generate the precise spectral cues, the filter setting for the loudspeaker \( L \) and \( LB \) may be different from that for the loudspeaker \( R \) and \( RB \). This can be illustrated by the following example. Subject No. 7 has no difficulty in identifying the source positions of her left hand side during Test B, as well as the positions of her right hand during Test C, while the sounds from the right hand side in Test B and the left hand side in Test C lead to poor localization. In this case, we use ±5 dB setting to refine the HRTFs, \( H_{L1}(f) \), \( H_{Lr}(f) \), \( H_{LB}(f) \), and \( H_{LBc}(f) \), and use ±10 dB setting to refine \( H_{Rl}(f) \), \( H_{Rr}(f) \), \( H_{RB}(f) \), and \( H_{RBc}(f) \), a new asymmetric setting which is used for further examination. Upon the extra informal listening tests, the results are quite encouraging, showing better localization performance. Therefore, we hypothesize that asymmetric adjustments sometimes are needed because of the distinct physical characteristics from an individual’s left ear to right ear.

7. Conclusion

In this paper, we design a system for HRTF customization with an audio quality assessment technique. The HRTF adjustment system is implemented by few parametric filters, so users can flexibly adjust the bandwidth and the magnitude of each filter. Moreover, the computer-based objective algorithm, PEAQ, provides the results of objective measurement for users to evaluate audio quality. As a result, users can clearly assess the trade-off between sound distortion and localization performance. Through subjective localization listening experiments and objective audio quality measurements, the proposed system can improve the sound spatialization in virtual environments without suffering too much annoying sound distortion.

There are some areas of future work concerning the externalization of sounds. The room model chosen for the system and the effects caused by the reflections...
and reverberation on sound distortion and localization performance will be investigated. For headphone-based spatial sound, the sense making the sound outside of the head will be of great interest.
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Filled pauses (FPs) have proved to be more than valuable cues to speech production processes and important units in discourse analysis. Some aspects of their form and occurrence patterns have been shown to be speaker- and language-specific. In the present study, basic acoustic properties of FPs in Polish task-oriented dialogues are explored. A set of FPs was extracted from a corpus of twenty task-oriented dialogues on the basis of available annotations. After initial scrutiny and selection, a subset of the signals underwent a series of pitch, formant frequency and voice quality analyses. A significant amount of variation found in the realisations of FPs justifies their potential application in speaker recognition systems. Regular monosegmental FPs were confirmed to show relatively stable basic acoustic parameters, which allows for their easy identification and measurements but it may result in less significant differences among the speakers.
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1. Filled pauses as paralinguistic components of spoken utterances

Paralinguistic features of utterances (henceforth PLFs) were extensively explored by linguists early in the 1960s (Trager, 1960, 1961, 1964; Cristal, 1963, 1966, 1974, 1975). Since then, they have been acknowledged as an indispensable component of spoken communication. They may reveal important facts on the speaker him/herself, including his/her age, gender, origin, social background or education, as well as his/her present emotional state, attitude towards the topic of conversation or towards the conversational partner (Gobl, Ni Chasaide, 2003; Wallbott, Scherer, 1979; Pakosz, 1982; Bortfeld, 2001). Some of them may also provide cues in the analysis of the process of speech production (e.g., disfluencies (Fromkin, 1971, 1973)). PLFs often contribute to an individual, idiosyncratic speaking style but most people are also able to control many of them consciously.

As PLFs form an extraordinarily heterogeneous group, it is difficult to cover all of them with a single definition. Moreover, they can be defined only as precisely as precise the boundaries of language can be. As a result, researchers tend to define them by enumeration and the inventories proposed in literature are often selective. Among the most frequently mentioned examples of PLFs, there are prosodic features and voice quality parameters (Crystal, 1966). Some of them can be relatively easily measured as local acoustic parameters of speech signal (energy, pitch frequency). Others can be determined only when longer stretches of speech are analysed. Finally, some of them have more “structural” nature. For example, in an emotional utterance, words may be sequenced in an atypical way, accentuation may be also uncommon. But this can be only noticed once the entire utterance is taken into account and compared to some other typical or common structures.

In recent decades, many studies of paralinguistic features have been focused on potential cues to the emotional or attitudinal value of utterances in psychological and psycholinguistic (e.g., Ladd, 1985; Patel et al., 2011; Johnstone, Scherer, 2000), communicational (e.g., Benus, 2009; Gravano, 2011) or technological (Campbell, 2002; ten Bosh, 2003) contexts. Social and intercultural studies of paralinguistic features have also brought interesting results (Abelin, Alwood, 2000; Doddington, 2001; Abelin, 2008; Burkhardt et al., 2006; Scherer et al., 2000; Campbell, 2004, 2007), especially in relation to emotionality. But in everyday communicative situations, one rarely faces vividly emotional speech. Subtle background emotions and the mixtures of emotions driv-
variation in the realisations of FPs in Russian. Duez

They may function as markers of discourse structure but not solely – in forensic applications (Gonzalez-Rodríguez, 2008; Sacks, Koehler, 2005). The importance of paralinguistic features of utterances in language communication fully justifies attempts towards the formulation of spoken language grammar that would encompass paralinguistic information (Campbell, 2002) as well as attempts towards a comprehensive theory of disfluencies (Shriberg, 1994).

Silent and filled pauses (SPs and FPs, respectively) seem to be especially frequently explored categories of paralinguistic phenomena. It was found very early in the studies on spontaneous speech that FPs may signal problems in the process of lexical access (MacKay, Osgood, 1959; Goldman-Eisler, 1968) as well as in syntactic processing (Boom, 1965). More recent views on the origin and role of FPs are presented, for example, by Shriberg (2001) or Ward (2005). Their distribution, length and form say much about the pragmatic aspects of utterances as well as about the speaker him/herself. There is no doubt that pauses have certain communicative value (e.g., Saville-Troike, 1985; Local, Kelly, 1986; Nishinuma, Hayashi, 2004). They may function as markers of discourse structure (Swerts, 1998) and can be consciously used as a stylistic device but they may also reveal a peculiar, idiosyncratic speaking style. As opposite to monologue speech, in dialogues, their occurrence may also result from a wide variety of interaction-related factors, e.g. processing input from the conversational partner, formulating a reply, waiting for an appropriate moment for turn transition, as well as from other aspects of alignment tendencies.

FPs may be realised in a variety of ways – not only as centralised vowels or “creaky sounds” but also as full lexical units (sometimes taboo words) that are, however, used for purposes different from exploiting their lexical meaning. In such cases, they may be marked by a peculiar pronunciation, involving atypical lengthenings or pitch changes.

In their study of eight languages, Candea et al. (2005) found that non-lexical, vocalic fillers were not language-specific in terms of duration or pitch frequency but rather in terms of vocalic quality and segmental structure. Similar findings were reported by Vasilescu et al. (2004, 2005) who pointed to some language specific differences in the values of $f_1$ and $f_2$. Stepanova (2007) found significant inter-speaker variation in the realisations of FPs in Russian. Duez (2001) reports the $f_0$ values of filled-pause onsets to be stable within the same speaker as they are “linked to the absolute, physiological aspects of speech”.

These and some other studies show that (1) FPs are relatively easy to detect in the stream of speech on the basis of their acoustic properties; (2) FPs show certain speaker-specific features, both in terms of occurrence patterns and acoustic realisations. As a consequence, FPs are potentially useful in automatic speaker identification or recognition.

Early studies of FPs and SPs in semi-spontaneous Polish utterances (Francuzik et al., 2002; Karpiński, 2006, 2007) not only show differences in the distributions of their durations (which is intuitively obvious as SPs – unlike FPs – can be arbitrarily long) but also their co-occurrence patterns. While the form of their realisation has been briefly discussed in (Karpiński, 2008), their acoustic properties have never been studied in depth for the Polish language.

2. The aims of the study

In the present study, selected acoustic properties of FPs in Polish are explored in order to find the areas of individual differences that can be potentially useful in speaker identification and recognition or just as markers of individual speaking style.

Speaker recognition and identification are intensively developing areas of research due to their potential applications in security systems, access management systems and forensics (Beigi, 2011a, 2011b). Each human has an uniquely shaped vocal tract which contributes to the individual acoustic features of voice. Still, it is not easy to define the “vocal print” (voice print) which would be a set of acoustic features that allow for unambiguous identification of the speaker. Most researchers seem to follow the path of gathering possibly numerous measurements of parameters that can be extracted from the acoustic signal and then, with the use of advanced statistical methods, looking for their most efficient combinations and hierarchies that can be used in the procedure of speaker identification or recognition (Beigi, 2011b). However, as the efficiency of such an approach can be significantly limited by the quality of available voice recordings, another path is to include idiosyncratic structural-paralinguistic properties of utterances – e.g., the frequency of words or phrases, or the way of building sentences (e.g., Doddington, 2001; Shriberg, 2007) but also any potentially speaker-specific paralinguistic features and phenomena, including SPs and FPs.

The analyses are based on dialogue recordings as conversational speech shows peculiar properties and its paralinguistic profile may significantly differ from what is found in monologues. In general, one may expect more disfluences (including FPs) than in monologues as the cognitive load related to the interactivity
normally seems to be higher than in the case of monologue where the speaker may prepare some portions of her/his talk beforehand and does not face interruptions nor fighting for the floor. Here, instrumental analyses are focused on the pitch frequency, first two formant frequencies as well as on jitter and shimmer measures in simple monosegmental fillers. Detailed occurrence patterns of FPs are not covered by the present study because the data in hand are still to sparse and the number of factors related to interactivity and dialogue-specific environment is too high to build a comprehensive model.

3. Material under study: DiaGest2 Corpus

DiaGest2 multimodal corpus (e.g., Karpiński, Jarmołowicz-Nowikow, 2010) consists of twenty task-oriented “origami” dialogue session recordings, each of approximately five minute duration. The task of the participants was to reconstruct a figure made of paper. The figure was fully visible to the instruction giver (IG) and not visible to the instruction follower (IF) who was provided with all the necessary materials for its reconstruction. In ten sessions, IF and IG faced and could see each other (mutual visibility condition, MVC), while in another ten sessions they could not see each other (limited visibility condition, LVC). IGs were gender balanced (both in the MVC and LVC), while most of the IFs were females. Each participant took part in the task only in one of the conditions and only in one role (IF or IG).

FPs were manually tagged in the process of transcription and segmentation using Praat (Boersma, Wenink, 2012), both in the word and syllable tiers, and automatically extracted from dialogue recordings. As the number of utterances and FPs produced by IFs was much lower, only the utterances by IGs are analysed here. IFs produced less utterances and most of them were much shorter and built of shorter phrases than in the case of IGs so there were less filler-evoking contexts. The total numbers of IG’s fillers of FPs in the MVC and LVC sessions was almost equal (Table 1), although there were clear individual differences among speakers. The total number of FPs produced by IGs ranged from 7 to 61.

<table>
<thead>
<tr>
<th>Signals</th>
<th>MVC</th>
<th>LVC</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracted</td>
<td>255</td>
<td>256</td>
<td>511</td>
</tr>
<tr>
<td>Female</td>
<td>143</td>
<td>142</td>
<td>285</td>
</tr>
<tr>
<td>Male</td>
<td>112</td>
<td>114</td>
<td>226</td>
</tr>
<tr>
<td>Excluded from further analyses</td>
<td>82</td>
<td>41</td>
<td>123</td>
</tr>
</tbody>
</table>

A significant proportion of FPs had to be excluded from further instrumental analyses after first audition. Many of them included noises or overlapped speech, and some were realised as voiceless, breathy sounds. Those realised in creaky voice (ca. 3%) and as nasal(ised) sounds (ca. 5.3%) were also rejected. Finally, some of them were compound sequences of sounds which did not match the analytical framework adopted for this study. As a result, the initial set of signals was significantly reduced but it still allowed for a number of measurements and analyses. This limitation has also its advantages: “Clean” FPs can be more easily traced and extracted automatically so the set under study is more compatible with the potential input data for FPs-based speaker recognition computer systems.

Although only the data from IGs will be analysed in this study, in Fig. 1, the “FPs per syllable” rate is shown for both IGs and IFs in the MVC (calculated by dividing the number of FPs by the number of syllables). On average, the rates are higher for IGs which can be easily justified by a higher complexity of this role. However, the data show that there can be strong individual variation in the FP per syllable rate (e.g., see Session 9 and 10). In any case, the proportions reflect the fact that the cognitive load of this particular task was quite different for IGs and IFs. IGs produced more complex phrases, forming longer sequences while IFs could focus on understanding, guessing and giving feedback.

Fig. 1. “Filled pauses per syllable” rates for IGs and IFs in the MV condition.

4. Acoustic properties of FPs

Acoustically homogenous FPs are relatively easy to track down automatically in the stream of speech which makes them convenient for automatic sampling and analysis. Although they seem to be relatively stable in terms of pitch frequency and voice quality, they may still have enough of individual variance for speaker identification or recognition. Speakers use idiosyncratic “lexical” fillers so they may also tend to shape their
non-lexical fillers volitionally in a peculiar way. Obviously, the acoustic characteristics of fillers as mostly vocalic sounds must be strongly influenced by the unique shape of each vocal tract.

4.1. Durations of FPs

The durations of fillers vary extremely. The distribution presented in Fig. 2 shows covers only the analysed subset of “clean” signals. It may be slightly different from a distribution of the entire set of FPs as it does not include compound fillers – not very numerous but, as a rule, being much longer. The distribution of FPs duration was similar to that obtained by Frankuzik et al. (2002). It was also skewed to the left but here the maximum is around 200–300 ms while in the cited work it reached ca. 500 ms.

The difference between the mean values of FP duration in female and male speakers turned out to be statistically insignificant \( p > 0.05 \). However, one-way Anova performed on log-transformed data (to compensate for the skew) showed significant differences between the mean durations of FPs for individual speakers \( F = 3.43, p < 0.01; df = 18 \) as one of the male voices has a very limited number of observations and was excluded from this and further Anova calculations.

4.2. Pitch frequency in FPs

The values of the mean pitch frequency averaged for the entire gender groups and visibility conditions are presented in Table 1. For female speakers, pitch frequency of FPs was significantly higher in the MVC \( t \)-test, \( p = 0.001 \) and there was no such a difference difference for males. While the number of subjects does not allow for brave hypothesising, one may understand this result as not necessarily intuitive. One of possible explanations may be that the mutual visibility condition evokes more emotional speech in females (but not in males) and leads to higher pitch values. In Table 2, pitch range data are presented for both female and male speakers in both the conditions.
Table 2. Mean pitch frequency in female and male voices in both the conditions (minimum and maximum values calculated directly from individual signals).

<table>
<thead>
<tr>
<th>condition</th>
<th>MVC</th>
<th>LVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>female</td>
<td>male</td>
</tr>
<tr>
<td>average pitch frequency [Hz]</td>
<td>229</td>
<td>124</td>
</tr>
<tr>
<td>standard deviation (pitch freq.)</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>maximum pitch frequency [Hz]</td>
<td>278</td>
<td>193</td>
</tr>
<tr>
<td>minimum pitch frequency [Hz]</td>
<td>169</td>
<td>84</td>
</tr>
</tbody>
</table>

As it can be seen in Fig. 5, the mean relative pitch change is also a parameter which may take very individual values (one-way Anova, IGs in two conditions, $p < 0.001$). On the other hand, the majority of mean values are in a limited range. There are more “wide range” speakers among females and there is a signi-

Fig. 4. Mean pitch frequency in FPs realised by twenty speakers (speakers grouped by gender; mv and lv stand for MVC and LVC, respectively).

Fig. 5. Mean pitch frequency range within FPs for all the speakers (grouped by gender).
ficient difference between the means for females and males ($p < 0.001$). However, there is no significant difference between the values both for female and male speakers in the two conditions ($p > 0.05$).

### 4.3. Voice quality in FPs

Voice quality is often understood as a subjective perceptual parameter and, as such, it is difficult to express in terms of acoustic measures of the signal itself. More precisely, it was defined as the auditory coloring of voice, derived from a variety of laryngeal and supralaryngeal features (Abercrombie, 1967, p. 91; Laver, 1980, p. 1; Trask, 1996, p. 381; Keller, 2005). Still, it remains a confusing term as it encompasses phenomena of various origin and character. Voice quality in FPs has been found to be language specific (Shriberg, 2001, p. 156). It has been also demonstrated to have some functions in dialogue interaction (Local, Kelly, 1986; Ogden, 2001). Among the most frequently used acoustic parameters related to voice quality are jitter (corresponding to the variation in the pitch frequency) and shimmer (corresponding to the variation of amplitude). Both are measures of phonation irregularities and their high values may signal pathology. In a number of studies, the usefulness of jitter and shimmer measurements in speaker recognition or identification has been indicated (Farrús, Hernando, Ejarque, 2007; Farrús, Hernando, 2009). They have been shown to be related to the speaker’s age, gender, smoking habits, and some other features (Ludlow et al., 1982).

One can assume that voice quality parameters may change during an utterance, depending on the phonetic fundament and context (segmental, suprasegmental) and as well as possible emotional factors or even changes in the articulatory effort in longer stretches of speech. Still, in the case of monosegmental non-lexical fillers one may expect them to be relatively stable (Audhkhasi et al., 2009). Therefore, they may be especially precious as a source of data on basic, presumably speaker-dependent voice quality parameters.

In the present study five jitter (local, local absolute, rap, ppq5, DDP) and six shimmer measures (local, local dB, DDA apq3, apq5, apq11) were extracted using Praat. Their basic descriptions can be found, e.g., in (Farrús et al., 2007) or (Rusz et al., 2011), as well as in Praat Manual. Although the measurements were carried out on a reduced set of preselected, “clean” signals, the number of analysis errors was significant, especially for apq5 and apq11 shimmer. As a consequence, only some of the measured variables were taken into account in further steps and, in some cases, two of the speakers were excluded as having too few FPs that could be analysed.

Among jitter measures, only the mean values of local and local absolute jitter were found significantly different for female and male speakers ($p < 0.05$; $df = 18$ as one of the voices was excluded). For shimmer, only the mean values of shimmer DDA were significantly different for the two genders ($p < 0.05$). One-way Anova showed significant differences in the mean values for individual speakers in the case of local absolute jitter ($p < 0.01$) as well as for local and PPQ5 jitter ($p < 0.05$). Similar Anova tests were conducted for four shimmer measures but the differences among the means for respective subjects were significant only for DDA and APP3 ($p < 0.05$).

![Fig. 6. The distribution of local jitter and shimmer values for female (top panel) and male (bottom panel) speakers.](image)

### 4.4. Formant frequencies in FPs

Formant frequencies are major cues to the identification of vocalic segments (Rosner, Pickering, 1994). For example, Albala et al. (2009) show the variation of formants in vowels in Spanish that can be employed for the purpose of speaker identification. As most of the FPs under study are vocalic, their
formant frequencies may bear some important information on their form. Vasilescu et al. (2005) argue for potentially language-specific character of $f_1/f_2$ formant values in FPs. Stepanova (2007) finds that FPs in Russian differ in terms of $f_1$ and $f_2$ values from vowels in stressed positions. She also points to speaker-specific characteristics of FPs and argues that it makes them useful in speaker recognition. Many methods used for the identification of FPs in the stream of speech are based on the measurements of formant values (Audhkhasi et al. 2009; Wu, Yan, 2004).

The material under study was analysed for the first two formant frequencies using the robust formant extraction algorithm in Praat. The signals that gave extreme or clearly erroneous results were excluded from further statistical analyses. Although the mean values of $f_1$ and $f_2$ were not significantly different in female and male speakers, ANOVA test showed significant differences in the mean formant values for individual voices ($df = 18, p < 0.01$).

Typical Polish monosegmental vocalic fillers are articulatorily less centralised than their English counterparts. Their formant values tend to group in the upper right area of the vocalic loop (cf. Jassem, 1973) but they can reach much further in terms of their $f_1$ values.

### 4.5. Other findings

Some types of FPs were excluded from the above study as they could be hardly analysed for at least some of their acoustic parameters or they were realised as compound units that could not be covered by the present analytic framework. Among them, the following were most frequent:

- **Creaky fillers.** More typical of some speakers in the group but can be found in almost any voice. As in other cases, distorted phonation is more frequent in the final, low-energy stages of fillers but some FPs are realised solely in creaky voice.

- **Voiceless fillers** (sigh-like sounds). Rare but important as it seems that they may have different meaning from their fully voiced counterparts.

- **Compound fillers.** Built of at least two significantly different segments with a perceptually evident transition between the two (as in the case of, e.g., closing lips in the middle of the filler and producing its remaining part as a nasal sound).

These types of FPs would require a modified approach to acoustic measurements, involving different measures. There is no doubt that they deserve further studies. However, the assumption that the proportion of peculiar (creaky, voiceless, compound, etc.) FPs is typical of a given individual and may serve as a basis for speaker recognition or identification remains risky. It may prove dependant on the particular type of communicative situation or the mode of interaction. In any case, a substantially larger corpus, both in terms of the number of speakers and signals under analysis, would be necessary to explore these issues.

---

**Table 4. Mean formant values for female and male speakers.**

<table>
<thead>
<tr>
<th>gender</th>
<th>female</th>
<th>male</th>
</tr>
</thead>
<tbody>
<tr>
<td>formant freq.</td>
<td>$f_1$</td>
<td>$f_2$</td>
</tr>
<tr>
<td>mean value [Hz]</td>
<td>875</td>
<td>2265</td>
</tr>
<tr>
<td>st. deviation</td>
<td>382</td>
<td>220</td>
</tr>
</tbody>
</table>
5. Conclusion and directions for further research

The data analysed in the present study come from a single, peculiar type of communicative situation. As a consequence, they are more coherent, which allows for the control of more variables and facilitates statistical exploration even with a relatively limited number of speakers (from 18 to 20) and signals (ca. 400 used in most analyses). The initial rejection of distorted and imperfectly recorded signals may potentially introduce a bias as it might have reduced the number of samples coming from the most emotional exchanges, with many overlaps and from overloaded recordings or from the stages where the IF was most active and caused most noise manipulating the figure. However, it may actually reflect what can be gathered in real life circumstances where speech samples are recorded for the purpose of speaker identification and where similar quality issues may arise.

The acoustic characteristics of FPs in Polish seem to comply with many of the findings and claims cited above as well as those from some other studies (e.g., Stepanova, 2007; Wu, Yan, 2004; Vasilescu, Adda-Decker, 2007) but a more direct cross-linguistic comparison requires additional work. Polish FPs form a group showing homogeneity in a number of dimensions. While ca. 10% cases were excluded from instrumental analyses (nasalised, creaky, voiceless and compound fillers), the remaining 90% were relatively stable in terms of the analysed parameters, often had flat pitch contours and show little variation in the values of the first two formants.

The range of FPs duration was found to be extremely wide and bear some signs of speaker-dependence, although it was not gender-specific. The mean pitch frequency of the FPs in the mutual visibility condition (MVC) was found significantly higher than in the limited visibility condition (LVC) for female but not for male speakers. The mean values of the pitch range turned out to be significantly different in the set of twenty speakers but it may be due to some extreme individual means, with the remaining group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. According to some extreme individual means, with the remaining 90% in the set of twenty speakers but it may be due to some extreme individual means, with the remaining group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. According to some extreme individual means, with the remaining group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. According to some extreme individual means, with the remaining group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. Accordingly, pitch range alone would be not a clearly speaker-identifying group kept within a rather limited range. According

out to be significantly different for the voices under study.

A significant proportion of the initial set of signals had to be rejected and new methods of exploration would be certainly needed for a systematic analysis of their acoustic properties different from pitch or formants but referring to some other spectral parameters. Another issue to be addressed in future research is the question of contextual influences on the acoustic realisations of FPs. Shribberg (1999) suggests that the pitch pattern of the filler is influenced by the intonational contour of the preceding utterance but this can be only one among many other context-driven phenomena one should take into account. Finally, the structural properties of utterances should be taken into account (e.g., the placement of a given FP in an utterance) as well as the correlation of speech production problems with certain gestural behaviour (Christenfeld, Schachter, Bilous, 1991; Esposito et al., 2001; Jarmolowicz-Nowikow, Karpiński, 2012). For future studies, the data will be extended with a new corpus of task-oriented dialogues which will allow for a more reliable verification of hypotheses. Various configurations of the features will be explored in order to find optimum sets for the purpose of speaker recognition (cf. Demenko, 2000). Alternative, more flexible exploration techniques based on data mining will be also employed.
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Two violins were investigated. The only intentionally introduced difference between them was the type of varnish. One of the instruments was covered with a spirit varnish, the other was oil varnished. Experimental modal analysis was done for unvarnished/varnished violins and a questionnaire inquiry on the instrument’s sound quality was performed. The aim of both examinations was to find differences and similarities between the two instruments in the objective (modal parameters) and subjective domain (subjective evaluation of sound quality). In the modal analysis, three strongly radiating signature modes were taken into account. Varnishing did not change the sequence of mode shapes. Modal frequencies A0 and B(1+) were not changed by oil varnishing compared to the unvarnished condition. For the oil varnished instrument, the frequency of mode B(1+) was lower than that of the same mode of the spirit varnished instrument. Our two violins were not excellent instruments, but before varnishing they were practically identical. However, after varnishing it appeared that the oil-varnished violin was better than the spirit-varnished instrument. Therefore, it can be assumed with a fairly high probability that also in general, the oil-varnished violins sound somewhat better than initially identical spirit-varnished ones.

Keywords: violins, modal analysis, varnish, subjective sound quality evaluation.

1. Introduction

Wooden musical instruments are usually coated with a so-called ‘varnish’, in order to protect them from moisture and dust and to enhance their visual appearance. These varnishes consist of one or more layers of mixed organic and mineral materials prepared by a luthier by grinding, mixing, solubilising and/or heating the raw materials. The mixtures are subsequently applied with a brush or a piece of cloth on a surface of a violin (Echard et al., 2008). Violin-makers distinguish three main varnish types: (a) solutions of resins in alcohol, the so-called spirit varnishes, drying quickly by evaporation of the solvent, (b) solutions of resins in volatile oils, i.e. essential oil varnishes, drying more slowly, (c) mixtures of resins with siccative oils, i.e. oil varnishes, drying slowly. Volatile oils mainly used are turpentine oil and spike oil. The siccative oils most often used for oil varnishes are linseed and walnut oils. Colophony, Strasburg and Venice turpentines, sandarac, copals, benzoin, elemi, and mastic are vegetal resins typically used in violin varnishes. Shellac is a resin exuded by an insect (Echard et al., 2007).

The dynamic behaviour of violins may be investigated by experimental and computational methods. Among those former, the most popular are optical measurements and modal analysis. A detailed modal analysis of a violin was done by Marshall (1985) and many others (Bissinger, 1995, 2003, 2008; Bissinger, Keiffer, 2003; Skrodzka et al., 2009). However, a few reports were published on the effect of structural modifications on vibrational behaviour of violins, among them by Weinreich et al. (2000), examining a violin with holes drilled in the ribs, and the
report by Meinel (1937), who measured the response curves for violins with and without varnish, with thick, normal, and thin plates. Thus, there are many papers about modal analysis of violins and one, rather historical (Meinel, 1937), on the influence of varnishing on violin’s modal behaviour.

Basic information about the nature of vibration of a complete violin and its parts and behaviour of particular elements when strings are excited by different playing techniques can be found in handbooks by Cremer (1981); Fletcher and Rossing (1998), and Hartmann (1997).

Modal analysis technique has been extensively used to investigate a behaviour of particular elements of cellos, violins, and guitars, like a cello tailpiece (Fouilhe et al., 2011), the violin bridge, and a soundpost (Bissinger, 1995; 2006; Salder et al., 2006), symmetric and asymmetric bracing patterns on guitar soundboards (Skrodzka et al., 2011), isolated guitar soundboards (Eilejbarrieta et al., 2000; Boulosa, 2002), a complete Hutchins-Schellegg violin octet (Bissinger, 2003), complete violins (Marshall, 1985; Dünnwald, 1999), and many others.

The aim of the present work was to show differences (if any) in natural vibrations between two complete violins with intentionally introduced differences in varnishes. Parameters of natural vibrations (modal frequencies, modal damping, and modal deformations associated with them), being inherent properties of the structure, are responsible for the sound radiation from any vibrating mechanical system. Additionally, a subjective evaluation of the sound quality of violins was done by a simple auditory test.

2. Experiment

2.1. Violins

Two replicas of the “Ysaÿe” violin of Giuseppe Guarneri del Gesu (1740) were made by a professional luthier. We named them “1” and “2”. Top plates of both instruments were made of the same piece of spruce. Back plates, ribs, and heads were made of maple (sycamore). Special attention was paid to make both violins as similar as possible, if not identical. The only intentionally introduced difference was the coating varnish. Figure 1 shows the thickness of the front (right) and back (left) plates in millimetres. Violin sizes are listed in Table 1.

Both instruments were equipped with identical sets of strings: G – Pirastro Flexocore, D – Thomastik Infeld Red, A – Pirastro Chromcore Eudoxa, E – Pirastro Gold.

The first modal experiment was performed for both unvarnished instruments. The second modal experiment was done after varnishing. Before varnishing both violins were painted using wood stain of golden-brown colour tone. Next, the instruments were prime painted using linseed oil. Subsequently, instrument 1 was varnished using the spirit varnish; for instrument 2 the oil varnish was applied. The spirit varnish prepared by our luthier consisted of transparent spirit, ruby shellac, sandarac, mastic, gummi elemi, and benzoin. The oil varnish was JOHA® Oil Varnish, IA. This varnish contains a mixture of natural and synthetic resins, dissolved in turpentine and linseed oil, as well as essential oils such as lavender or rosemary. Golden yellow, golden brown, and amber colour extracts were used to obtain the desired colour shade. No siccatives were used. A badger painting brush was used. Violin 1 was covered with 20 layers of the spirit varnish and violin 2 with 10 layers of the oil varnish, following the common rules of varnishing, well known among violin makers. Both violins were measured in playing conditions with...
undamped strings at tension, without chin, or shoulder rest, similarly to Bisssinger (2008).

2.2. Measurements

2.2.1. Modal analysis experiment

Modal analysis is a popular experimental method of studying dynamic behaviour of structures, including violins and guitars (Marshall, 1985; Ewins, 1995; Skrodzka et al., 2005, 2006, 2011). The main assumption of the modal analysis is that the system under investigation is linear. In terms of the modal analysis, linearity means that interchanging the positions of the accelerometer and the impact hammer does not change the course of Frequency Response Functions (FRFs) obtained at these two positions. Thus, if the FRFs are the same, the Maxwell’s reciprocity principle is valid and the system is linear. In reality, no mechanical system is linear but the assumption is not very strict (Marshall, 1985; Skrodzka et al., 2011).

In terms of the modal analysis, the FRF for the response \( X_i \) at the point \( i \), due to an excitation force \( F_k \) applied at the point \( k \), has the form (Ewins, 1995; Marshall, 1985; Skrodzka, Sek, 1998):

\[
\frac{X_i}{F_k} = H_{ik}(s) = \sum_{r=1}^{n} \left( \frac{r_{ikr}}{s - \beta_r} + \frac{r^*_{ikr}}{s - \beta^*_r} \right),
\]

where \( r_{ikr} \) is a residue for \( r \)-th mode, \( s \) is Laplace variable, \( \beta_r = \sigma_r + j\omega_r \), for \( k = 1, \ldots, r \) is the eigenvalue or the pole of the FRF, \( \sigma_r \) is the modal damping of the \( r \)-th mode, \( \omega_r \) is the modal frequency of the \( r \)-th mode.

If all points \( i \) and \( k \) are taken into consideration, then Eq. (1) takes the form:

\[
H(\omega) = \sum_{r=1}^{n} \left( \frac{\{u_r\}}{\omega - \beta_r} + \frac{\{u^*_r\}}{\omega - \beta^*_r} \right).
\]

The Laplace variable \( s \) in Eq. (1) has been replaced by the frequency \( \omega \) along the frequency axis; \( r_{ikr} \) and \( \{u_r\} \) are complex quantities. Thus, each mode of vibration is defined by a pair of complex conjugate poles \( (\beta_r, \beta^*_r) \) and a pair of complex conjugate mode shapes \( (\{u_r\}, \{u^*_r\}) \); \( \{u_r\}^t \) and \( \{u^*_r\}^t \) are transpositions of \( \{u_r\} \) and \( \{u^*_r\} \), respectively. A set of FRFs with indices \( i \) and \( k \) is usually arranged in a matrix called a modal matrix.

The modal analysis method describes the dynamics of any vibrating system in terms of modal parameters: natural frequencies and natural damping, as well as deformation patterns (mode shapes) associated with them. As the measurement setup was similar to that described in our previous works (Skrodzka et al., 2005, 2009, 2011), only the most crucial details are given below. For measurements, the instruments were mounted in a wooden cage of a significant mass, allowing the soundboard and the back plate to vibrate without any obstacles. The instruments were excited by an impact hammer to provide a broad-band excitation (PCB Impact Hammer 086C05, sensitivity 2.25 mV/N). As the version of the modal analysis with a fixed response point was used, the response signal was measured at the fixed measuring point marked as a black dot in Fig. 2. An ONO SOKKI NP-2910 accelerometer, with the mass of 2 g and sensitivity 0.3 pC/m/s^2 was used. The mass of the accelerometer was significantly less than 10% of the mass of the top of each instrument (about 120 g) and did not affect the results of the measurements. Both the excitation and the response signals were measured perpendicularly to the top plates, i.e. in the most important direction as regards the vibration of the final instrument. The accelerometer was mounted on a beeswax. On the basis of these signals, the frequency response functions (FRFs) were calculated between all 230 excitation points on the front plate, see Fig. 2, and the fixed response point where the accelerometer was mounted. The modal parameters extracted from the FRFs were calculated by means of an SMS STAR-Modal® package (The STAR system, 1990). The FRFs were measured at 230 points on the front plate. Geometry of the measuring mesh is shown in Fig. 2. A black dot in Fig. 2 denotes the position of the accelerometer. The position was chosen experimentally, avoiding areas of the top plate, where the bass bar was attached, and after a preliminary test, when the FRFs measured between some tested accelerometer positions and some points of excitation were evaluated by the experimenter with respect to a proper course of the coherence function and repeatable frequencies of peaks in FRFs.

![Fig. 2. Geometry of the modal analysis measuring mesh. The black dot denotes the position of the accelerometer.](image-url)
2.2.2. Performance subjective remarks

To judge the sound quality of the varnished instruments, it was decided to evaluate them in natural playing conditions. Thirteen people with some experience in comparison of violin’s sound (luthiery students) took part in the experiment. Their task was to fill up a questionnaire shown in Table 2 by assigning the mark “+” to the subjectively better instrument and mark “−” for the worse instrument. In the case when both instruments were evaluated equally they gave “+” (both good) or “−” (both bad). The questionnaire was similar to those used during luthier competitions. Subjects listened to sounds of violins in the concert hall of I.J. Paderewski Academy of Music. Subjects were informed about the symbol of presented instruments (1 or 2) and they were not informed about varnishing. Instructions concerning the questionnaire were given before the test. A professional violinist was the player. Subjects evaluated the sound of individual strings listening to the sounds: \( g \) (196 Hz), \( h \) (245 Hz), \( d^1 \) (294 Hz), \( f^1 \) (349 Hz), \( a^1 \) (440 Hz) on string \( G \); \( d^2 \) (294 Hz), \( f^2 \) (370 Hz), \( c^2 \) (523 Hz), \( e^2 \) (659 Hz) on string \( D \); \( a^2 \) (440 Hz), \( c^#2 \) (554 Hz), \( e^2 \) (659 Hz), \( g^2 \) (784 Hz), \( h^2 \) (988 Hz) on string \( A \); \( e^2 \) (659 Hz), \( g^#2 \) (831 Hz), \( h^2 \) (988 Hz), \( d^3 \) (1175 Hz), \( f^#3 \) (1480 Hz) on string \( E \). Then scales were played on all strings and the task of the subjects was to evaluate the level and volume of the sound of all the strings. Finally, the Largo, C-major Sonata, BWV 1005 by J.S. Bach was played and the task of the subjects was to point out the instrument which according to them was better, with a more noble and interesting sound, or, in other words, they were asked about their general opinion about the level, range, and timbre of the sound.

### Table 2. Questionnaire for the subjective evaluation of the sound quality.

<table>
<thead>
<tr>
<th>Sound of individual strings</th>
<th>Sound</th>
<th>Violin 1</th>
<th>Violin 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale on string ( G )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale on string ( D )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale on string ( A )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale on string ( E )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level and equal volume of the sound of all the strings</td>
<td></td>
<td>Level</td>
<td>Level</td>
</tr>
<tr>
<td>Scale on all the strings</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General opinion about the level, range and timbre of the sound</td>
<td>J.S. Bach, Largo, C-major Sonata, BWV 1005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General remarks</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results

3.1. Modal analysis

A dozen or so modes were found in the frequency range measured. The mode shape sequence was similar to that well described in earlier papers and analyzed in a descriptive manner, being a widely accepted standard in the literature (Marshall, 1985; Dönnwald, 1999; Bissinger, 1995; 2003; 2008; Bissinger, Keiffer, 2003; Schleske, 2002; Skrodzka et al., 2005; 2009, 2011). Our discussion of individual modes will be limited to three strongly radiating modes \( A_0 \), \( B(1−) \) and \( B(1+) \) (Bissinger, 2008) of the top plate. These modes fall into the first Dönnwald frequency band (190–650 Hz) and are responsible for the sound “richness” (Dönnwald, 1999). \( A_0 \) is a Helmholtz resonance (“air mode”). \( B(1−) \) and \( B(1+) \) are “plate modes” which arise from the bending and stretching of the front plate. For the top plate, the mode shape \( B(1−) \) has two longitudinal nodal curves placed almost symmetrically on both sides of the main axis of symmetry. Mode \( B(1+) \) on the top plate has two nodal curves crossing the upper and the lower bouts. In Table 3 the mode shapes, modal frequencies (\( f \)), and percentage of the critical damping (\( \delta \)) are shown for the above modes. Mode \( B(1−) \) of the oil varnished violin 2 presented in Table 3 was excluded from the analysis because of a high value of the critical damping (> 10%). The main assumption of the modal analysis is linearity of the system under investigation. Strictly speaking, none of the violins is a linear system but it can be treated as such when critical damping is smaller than 10% (Skrodzka et al., 2009; Ewins, 1995).

3.2. Performance subjective remarks

The results of the subjective evaluation of the sound quality of both varnished instruments are shown in Table 4. The evaluation of the individual strings was as follows: string \( G \) – nine persons pointed at violin 2, two persons – violin 1, and two subjects stated that in both instruments it sounded well. String \( D \) – eleven subjects preferred instrument 2, one subject – instrument 1, and for one person the string was good for both violins. String \( A \) – seven persons pointed at instrument 1, six – instrument 2. String \( E \) – eleven subjects preferred instrument 2, one subject – instrument 1, and for one subject the string was good in both instruments. When the sound level was evaluated, none of the instruments was significantly better: six subjects pointed at violin 2 and five persons preferred instrument 1; for one person both instruments were good, and for one both were bad. The strength of the sound was evaluated as better for violin 2 (twelve subjects); only one subject pointed out instrument 1. Instrument 2 covered with the oil varnish was
Table 3. Modal parameters for the top plate modes A0, B(1−) and B(1+). Mode B(1−) for the oil varnished instrument had a damping value exceeding 10% of the critical damping.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Violin 1 (white)</th>
<th>Violin 2 (white)</th>
<th>Violin 1 (spirit)</th>
<th>Violin 2 (oil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
</tr>
<tr>
<td></td>
<td>$f = 281 \text{ Hz}, \ d = 10.0%$</td>
<td>$f = 280 \text{ Hz}, \ d = 9.0%$</td>
<td>$f = 277 \text{ Hz}, \ d = 5.2%$</td>
<td>$f = 276 \text{ Hz}, \ d = 6.4%$</td>
</tr>
<tr>
<td>B(1−)</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
</tr>
<tr>
<td></td>
<td>$f = 476 \text{ Hz}, \ d = 9.6%$</td>
<td>$f = 451 \text{ Hz}, \ d = 7.1%$</td>
<td>$f = 492 \text{ Hz}, \ d = 4.6%$</td>
<td>$f = 419 \text{ Hz}, \ d = 17.0%$</td>
</tr>
<tr>
<td>B(1+)</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
<td>![Diagram]</td>
</tr>
<tr>
<td></td>
<td>$f = 548 \text{ Hz}, \ d = 8.1%$</td>
<td>$f = 540 \text{ Hz}, \ d = 5.0%$</td>
<td>$f = 598 \text{ Hz}, \ d = 4.1%$</td>
<td>$f = 534 \text{ Hz}, \ d = 5.1%$</td>
</tr>
</tbody>
</table>
evaluated in total as better (10 persons) than the violin covered with the spirit varnish (2 subjects). For one subject the overall evaluation of both instruments was good.

4. Discussion

For unvarnished (“white”) and varnished instruments, the mode shapes, modal frequencies, and modal damping of the modes under consideration were similar to those described in earlier papers (MARSHALL, 1985; BISSINGER, 2003; 2008; SCHLESKE, 2002). While comparing the modal frequencies of the unvarnished violins the only significant difference was found for mode B(1+), Table 3. Thus, modal parameters of the “white” instruments were very similar. Varnishing did not change the mode shapes but it influenced the modal frequencies, especially of modes B(1−) and B(1+). There was no systematic trend in the modal frequency changes. The modal frequency A0 was the same for both instruments before and after varnishing (measurement accuracy was 4 Hz). For mode B(1−) the modal frequency of “white” instrument 1 was 476 Hz and for the same instrument with the spirit varnish it was 492 Hz. A significant increase in the modal frequency for violin 1 was also observed for mode B(1+): from 548 Hz for the “white” instrument to 598 Hz for the varnished corpus. For unvarnished instrument 2, the frequency of mode B(1−) was 451 Hz; for the same violin with the oil varnish this mode was not observed with the assumed “damping limit” (10% of the critical damping). The modal frequency of mode B(1+) before varnishing was 540 Hz and 534 Hz after it. Thus, it was not changed by oil varnishing of violin 2 within the measurement accuracy of 4 Hz. By comparing the modal frequencies of the varnished instruments it was found that the modal frequency B(1+) was significantly lower for instrument 2 with the oil varnish (534 Hz) than for violin 1 with the spirit varnish (598 Hz). The modal damping was slightly reduced for both varnished corpuses when compared to the unvarnished instruments (Table 3), but this fact did not influence the violin’s quality, as damping trends are not robust quality discriminators (BISSINGER, 2008).

The frequency of mode B(1+) is very important for the violin sound and may be a “mechanical” gauge of the sound quality. According to Schleske it acts as a “tonal barometer” of the violin sound quality. When the frequency of mode B(1+) is lower than 510 Hz, an instrument is “soft”, with a rather weak ‘resistance’ to the player, and its sound is dark. The instrument with B(1+) frequency higher than 550 Hz is ‘stubborn’, ‘resistant’ to the player, with a bright sound with a tendency of harshness (BISSINGER, 2008; SCHLESKE, 2002). The sound of our both varnished instruments was evaluated subjectively and the subjects pointed at the oil varnished violin to be better “in total” than the spirit varnished violin. This subjective feeling was objectively confirmed by the frequency of mode B(1+): for the oil varnished violin it was 543 Hz (less than 550 Hz) and for the spirit varnished violin it was much higher (598 Hz). Thus, by comparing the sound quality of the two varnished violins, oil varnished instrument, as evaluated subjectively and in agreement with comparative judgments of other authors (BISSINGER, 2008; FRTIZ et al., 2007; SCHLESKE, 2002), was found better. It is worthwhile to note that famous 18th and 19th century instruments were usually oil varnished.

However, there are some reasons that keep us far away from a conclusion that the oil varnish has advantages over the spirit varnish when the sound quality of the violin is concerned. First, only two instruments were investigated. This number is obviously not appropriate for any statistical considerations. Nonetheless, similar situations, when only a few instruments were investigated with the aim of formulating general conclusions, can be found in some reports (MARSHALL, 1985; SKRODZKA et al., 2009; WEINREICH et al., 2000). Next, the “better” violin 2 probably is not acoustically ‘excellent’ because it did not outperformed violin 1 in all categories in the subjective test, and in the objective modal experiment the strongly radiating mode B(1−) was missing. Therefore, a better score obtained by violin 2 can be explained by the lower frequency of the “tonal barometer” B(1+). Finally, our investigations were carried out just after hardening of the varnish. Its drying and ageing induce important changes in its composition and may influence both the visual appearance and sound quality of the instrument.

5. Conclusions

An experimental modal analysis of two unvarnished and varnished violins, as well as a subjective evaluation of the sound quality of the varnished instruments, was done to find differences and similarities in the modal parameters and subjective judgment. Hence, we conclude that:

| Table 4. Results of the subjective evaluation of the sound quality. |
|-----------------------|-----------------|-----------------|-----------------|-----------------|
| Violin 1 (spirit)     | Violin 2 (oil)  | Both good (+)   | Both bad (−)    |
| (+)                   | (+)             | (+)             | (−)             |
| String G              | 9               | 2               | 2               | 0               |
| String D              | 11              | 11              | 1               | 0               |
| String A              | 7               | 6               | 0               | 0               |
| String E              | 11              | 11              | 1               | 0               |
| Sound level           | 5               | 6               | 1               | 1               |
| Sound strength        | 12              | 12              | 0               | 0               |
| Total                 | 2               | 10              | 2               | 1               |
1. Our violins were not ‘excellent’ instruments, but before varnishing they were practically identical. However, after varnishing the subjects pointed out the oil-varnished violin as better than the spirit-varnished one. Therefore, it can be assumed with a fairly high probability that also in general, the oil-varnished violins sound somewhat better than initially identical spirit-varnished ones.

2. In the case of unvarnished violins the only difference in the modal frequency was observed for mode B(1−).

3. Varnishing did not change the mode shape sequence.

4. For the oil-varnished violin mode B(1−) was not taken into account due to a high value of the critical damping. The modal frequencies A0 and B(1+) were not changed by oil varnishing within a 4 Hz frequency measurement accuracy.

5. The frequency of a “tonal barometer” (mode B(1+)) was lower for the oil varnished instrument than the frequency of the same mode of the spirit varnished instrument. Thus, the objective value of this frequency suggested that the violin 2’s sound quality was better.
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This paper presents a new model that describes the physical phenomena occurring in an individual Outer Hair Cell (OHC) in the human hearing organ (Cochlea). The new model employs the concept of parametric amplification and piezoelectricity. As a consequence, the proposed model may explain in a natural way many as yet unresolved problems about the mechanisms of: 1) power amplification, 2) nonlinearity, 3) fine tuning, or 4) high sensitivity that take place in the human hearing organ. Mathematical analysis of the model is performed. The equivalent electrical circuits of an individual OHC are established. The high selectivity of the OHC parametric amplifier is analyzed by solving the resulting Mathieu and Ince differential equations. An analytical formula for the power gain in the OHC’s parametric amplifier has been developed. The proposed model has direct physical interpretation and all its elements have their physical counterparts in the actual structure of the cochlea. The numerical values of the individual elements of the electrical equivalent circuits are consistent with the experimental physiological data. It is anticipated that the proposed new model may contribute in future improvements of human cochlear implants as well as in development of new digital audio standards.

Keywords: piezoelectricity, parametric amplification, mechanism of hearing, electroacoustic transducers.

1. Introduction

Understanding of the human hearing process is of fundamental importance in speech and audio acoustics as well as in medicine and biology. In fact, all modern MPEG digital audio codecs exploit heavily psycho-physical properties of the human hearing organ, such as tone masking, nonlinearity, etc. On the other hand, cochlear implants are often only one alternative for peoples with severely impaired hearing capabilities.

A very important role in the human auditory mechanism play electric and electromechanical phenomena occurring in the cochlea. Electromechanical phenomena taking place in the human hearing organ (the cochlea) are still a fascinating and unsolved mystery (Liao et al., 2007; Maoileidigh, Julicher, 2010; Eliot, Shera, 2012). In particular, the mechanism of active power amplification and a mechanism that sharpens the output amplitude frequency characteristics, which provides selectivity, are not known.

For a long time it was believed that cochlea is a passive structure. Gold was the first who concluded the necessity of existence of an active process of power amplification in the cochlea (Gold, 1948). The presence of power gain can explain remarkable properties of cochlea, such as its frequency selectivity, high sensitivity and nonlinear behavior.

The most important processes determining the selectivity and sensitivity of the human hearing organ occur in the inner ear, namely in the organ of Corti. A key role is played by the cochlear amplifier. It consists of about 20,000 outer hair cells (OHC), located between the basilar membrane (BM) and the tectorial membrane (TM). The outer hair cells (OHCs) are the electro-mechanosensory cells in the cochlea. They are considered to be critically important and responsible for the amplifying and sharp frequency sensitivity of the human ear (Dimitriadis, 1999).

In the outer hair cells (OHCs) mechanical signals are transformed into electrical signals, and conversely, electrical signals are converted into mechanical ones (simple and inverse piezoelectric effect).

Objective of the paper

The main scientific objective of the paper is development of a new mathematical and electro-mechanical model of the physical phenomena occurring in a single OHC (Outer Hair Cell). The mechanism of physical phenomena that take place in a single OHC is
still not fully understood and described, even though it was, and is the subject of an intense research in many renowned scientific institutions worldwide. Among others, it is also not known as yet, the role of individual components occurring in a single OHC, such as e.g., the nonlinear capacitance.

The existing models describing the operation of a single OHC are incomplete and do not exactly correspond to physical phenomena occurring in a single OHC (Liu, Neely, 2009; Cohen, Fürst, 2004; Mountain, Hubbard, 1994; de Boer, 1995). In fact, there are a few models describing the phenomenon of power amplification. However, these models are phenomenological in nature and to large extend speculative (Shera, 2007).

In this paper the author presents a new physical model for outer hair cells (OHCs) in the cochlea, which are represented by hollow piezoelectric cylinders with nonlinear mechanical and electrical properties.

A key element of the proposed model is the parametric amplifier composed of a nonlinear capacitance and other physical elements that are components of a single OHC.

The author proposes a new theory of power amplification in the outer hair cells (OHCs) embedded in the cochlea using (known in electronics and physics) concept of parametric amplification (LouiseL, 1960). In fact, the nonlinear capacitance that occurs between the inner and outer surfaces of the OHC constitutes a nonlinear reactive element of the proposed parametric amplifier. This nonlinear capacitance is a crucial element of the proposed OHC's parametric amplifier model.

In the present work the author provides the theory of power gain and selectivity (sharpness of frequency characteristics) that occur in a single OHC treated as a parametric amplifier. A quantitative analysis of the processes of power amplification and selectivity, which occur in the parametric amplifier based on a single OHC, was carried out. The proposed new model of operation of an individual OHC, compared to so far existing models, is entirely original.

Properties of the model

The proposed model has direct physical interpretation and is not only a mathematical formalism. All elements of the OHC’s model have their counterparts in the real structure of the cochlea. Physical explanation of the role that play the individual components of a single OHC, including the role that plays nonlinear capacitance, is given.

The developed parametric amplification model may describe in a natural way the following effects and phenomena occurring in the human cochlea:

1) how mechanical signals are transformed into electrical signals and vice versa (direct and inverse piezoelectric effect),

2) how power amplification phenomenon occurs in an input electromechanical amplifier, by the operation of the input electromechanical transistor,

3) in which manner, sharpening of the output characteristics and power amplification due to parametric amplifier operation takes place,

4) how operates the input electroacoustic transducer (electromechanical transistor or electromechanical control element). Operation of the electromechanical transistor will be the subject of the next publication.

State of the art

Cochlear modeling has a long tradition, beginning with Helmholtz in 1863, who was the first to elaborate an anatomically motivated cochlear model (the so-called resonance tonotopic model) (Helmholtz, 1954). The essentials of this model were confirmed by von Bekesy’s physiological measurements performed some half a century later (1928). He observed traveling acoustic waves along the cochlear basilar membrane (von Bekesy, 1960). Von Bekesy’s discovery gave rise to formulation of a passive hydrodynamic model.

Gold (1948) hypothesized that cochlear tuning and selectivity is the result of a feedback system consisting of a mechanical-to-electrical transduction process coupled to a piezoelectric-like electric-to-mechanical one. A number of models of cochlear mechanics have been proposed, which incorporate some form of the feedback enhancing sensitivity and frequency selectivity. In these models the details of the electromechanical properties of the OHC are not included, but rather the OHC role is simulated via a force acting on the basilar membrane. Gold further assumed that an active process in the cochlea is similar to that taking place in regenerative or superregenerative receivers that can provide power amplification.

Recently, in 2000 Eguíluz et al. introduced a Hopf bifurcation concept to describe observed experimental phenomena (Eguíluz et al., 2000; Camalet et al., 2000). In this model an active amplifier is represented by a set of mechanosensors, which are maintained at the threshold of an oscillatory (Hopf) instability.

However, this concept is very complicated mathematically and unphysical. In practice, this type of amplifiers (Hopf) can be unstable, generates large amount of noise and is characterized by low fidelity of signal reproduction.

The existing so far models (Ramamoorthy et al., 2007; Deo, Grosh, 2005; Rattay et al., 1998; Nascó, 2003) of the hearing processes are often complex and incomplete, without direct representation in the human auditory organ.
Assumptions

In the proposed model of an individual OHC it is assumed that:

1) the energy for power amplification is taken from the (DC) voltage source (the endolymphatic potentials),
2) the input and output circuits of the OHC's amplifier are electro-mechanical circuits,
3) the input and output signals are mechanical (acoustic) signals,
4) signal processing, power amplification and tuning take place on the electrical side and vice versa through the piezoelectric effect,
5) each individual OHC along with surrounding structures of the TM and the BM can be regarded as an active electromechanical OHC's resonant circuit that has one characteristic frequency (CF), at which it can perform resonance vibrations,
6) an individual OHC acts as a sensor (transforms an input acoustic signal into an electrical signal), actuator (transforms an output electrical signal into a mechanical displacement), piezoelectric electroacoustic transducer, power amplifier and the parametric amplifier,
7) each individual OHC together with adjacent regions of the TM and the BM can be treated as an electromechanical OHC's parametric receiver.

OHC's parametric amplifier

Electromechanical parametric amplifier established on the basis of a single OHC performs the following functions:

1) amplifies the power of the input acoustical (electrical) signal,
2) increases the amplitude of the input acoustical (electrical) signal,
3) enhances the selectivity of the OHC's receiver (larger Q-factor),
4) improves the sensitivity of the OHC's receiver.

In this article, a physical model of a single OHC and electrical equivalent circuits of a single OHC, operating as a parametric amplifier, are presented.

The selectivity of the OHC's parametric amplifier is analyzed by solving differential equations of the Mathieu and Ince type.

Analytical formula for power gain that occurs in the OHC's parametric amplifier has also been derived.

Elements of the developed model are uniquely linked to the physical elements that are present in a single OHC and in the whole cochlea, and to the physical phenomena occurring in a single OHC and in the inner ear (electromotility, the flow of ionic currents, piezoelectricity, nonlinear capacitance, stereocilia movements, movements of the basilar and tectorial membrane, nonlinear effects, metabolic processes in the stria vascularis, etc.).

The proposed model is a physical model, not a phenomenological model. Phenomenological models are constructed so as to match the input and output characteristics. By contrast, in the proposed model, the numerical values of the individual elements of the electrical equivalent circuit are consistent with the physiological data.

The development of mathematical and electronic base of physical model of a single OHC will enable designing of a new generation of hearing aids and cochlear implants, more functional and efficient than those used today. The results obtained in this paper can be used to design various types of electro-acoustic devices, musical instruments and audio coding systems, new in relation to currently existing codecs of the MP-3 type.

The outline of this paper is as follows. Section 2 presents a new electromechanical model for an individual outer hair cell. Section 3 shows electrical equivalent circuits of an OHC's electromechanical resonator operating as a parametric amplifier. Analysis of the selectivity of an OHC's parametric amplifier is included in Sec. 4. Section 5 describes parametric mechanism of power amplification in the cochlea. Conclusions and directions for future research are given in Sec. 6.

2. Proposed electromechanical (physical) model of an individual OHC

An individual OHC is a complex electromechanical system. To describe physical phenomena occurring in the cochlea the following concepts are used:

1) piezoelectricity,
2) the ionic currents,
3) the transistor effect,
4) nonlinear capacitance,
5) parametric amplifier.

Electrical and mechanical phenomena that occur in a single OHC are mutually coupled via the piezoelectric effect (Weitzel et al., 2003). An individual OHC can be represented by a hollow piezoelectric cylinder with a nonlinear capacitance between inner and outer surface of the OHC, located between the BM and TM in the cochlea, see Fig. 1. OHCs have a diameter of 9 microns and a length that ranges from 20 microns to 90 microns depending of their location in the cochlea.

The OHC's capacitance consists of the linear and nonlinear component (Iwasa, 1994). The nonlinear component is due to movement of localized charges and
is a prominent feature of the OHC (Spector, 2005). The magnitude of the nonlinear component is comparable to that of the linear component. Non-linear (voltage-dependent) capacitance measured across the inner and outer cylindrical surfaces of the OHC is one of the major features of the electrical behavior of the OHC. From the circuit theory point of view this capacitance is a nonlinear reactive element. The capacitance varies like a bell-shaped function with respect to changes in transmembrane voltage.

Here, the sequence of the physical phenomena that occurs in an individual OHC is presented:

1. The incoming acoustic signal sets in motion the BM and TM.
2. The movement of BM acts on a considered OHC and causes its motion in relation to the TM. Consequently deflection of OHC’s stereocilia occurs, what triggers the operation of electro-mechanical input transistor.
3. Subsequently, charging of nonlinear capacitance occurs. Electrical signal which pumps a nonlinear capacitance is represented by an AC current source \(I(t) \sim \cos \omega t\). This source is produced by an input electromechanical amplifier, which is based on the electromechanical transistor. This transistor transforms changes in the mechanical deflection of stereocilia (see right side of Fig. 1) to the channel conductance variations and consequently to changes in the ion channel current \(K^+\) ions (Ospeck et al., 2003). Here there is a power gain on a principle similar to the operation of the electronic (unipolar) field effect transistor with a modulated channel conductance. A thorough analysis of an electromechanical transistor will be the subject of future work.
4. The input driving signal is an acoustic (mechanical) signal (represented by the force \(F(t) \sim \cos \omega t\) or velocity \(v(t)\)) acting on the piezoelectric tube from the basilar membrane (BM) side, (see left side of Fig. 1). Through the direct piezoelectric effect this input (acoustic) mechanical signal is transferred to the electrical side as a voltage source \(E(t)\) and subsequently is amplified in the parametric amplifier based on a nonlinear capacitance \(C(u)\). Power to the nonlinear capacitance is supplied by AC electric pump signal represented by a variable current source \(I(t)\).
5. Electric signal amplified in a parametric amplifier, as an output electrical signal is dissipated (performs useful work) at the electrical load impedance \(Z_L\).
6. The resulting useful output signal is therefore the mechanical signal (force velocity or displacement). The power of this output mechanical signal can surpass many times the power of an input acoustic signal. Subsequently, this output mechanical signal acts on the Basilar Membrane (BM) and Tectorial Membrane (TM), and consequently also on the Inner Hair Cells (IHC). IHCs are sensors which transform mechanical signals into electrical signals (electric pulse trains).

Since the parametric amplifier is a highly selective system, so this amplifier can get a very narrow output characteristics (sharp tuning).

Summing up, the proposed OHC’s model implies the following sequence of the physical phenomena occurring in an individual OHC:

1) incoming acoustical signal \(\Rightarrow\),
2) basilar membrane movement \(\Rightarrow\),
3) mechanical stimulation (deflection) of stereocilia \(\Rightarrow\),
4a) small “ac” voltage signal generation in the OHC due to the direct piezoelectric effect (at the BM side) \(\Rightarrow\),
4b) ion channels activation and inactivation (at the TM side) \(\Rightarrow\),
5) operation of the input electromechanical transistor, \(\Rightarrow\),
5a) “ac” current source generation \(\Rightarrow\),
6) pumping of the nonlinear capacitance \(\Rightarrow\),
7) parametric amplification of the power of the small “ac” input voltage signal \(\Rightarrow\),
8) inverse piezoelectric effect \(\Rightarrow\),
9) large axial mechanical displacement of the OHC \(\Rightarrow\),
10) augmentation of the basilar and tectorial membrane mechanical displacement (output useful mechanical signal) \(\Rightarrow\),
11) IHCs (inner hair cells) movement \(\Rightarrow\),
12) generation of sequences of electrical impulses in neurons.
3. Electrical equivalent circuits of an individual OHC

3.1. Non-linear equivalent circuit of an electromechanical OHC’s resonator

Analyzing an electromechanical system from Fig. 1, one can specify the following nonlinear electrical equivalent circuit (series) of a single OHC, see Fig. 2.

![Fig. 2. Hypothetical simplified Thevenin electrical equivalent circuit of the OHC’s parametric amplifier treated as a nonlinear oscillator. Circuit represents the operation of a single OHC.](image)

In Fig. 2, $E(t)$ represents an input electrical signal, $C(u)$ is the sum of linear capacitance and nonlinear capacitance with a Gaussian bell shape voltage dependence, $I(t)$ represents the pumping (AC) signal, $L$ represents the loading mass of a single OHC along with the surrounding TM and BM areas, $R_g$ is the resistance of the input electrical (source), $R_s$ represents losses of a nonlinear oscillator circuit, and $R_L$ is the load resistance.

Using the electrical equivalent circuit of Fig. 2, one can analyze the variations of the electrical variables such as voltage, current and charge flowing in the circuit, and as a consequence the course of the physical phenomena occurring in the individual OHC’s resonators.

Elements of the resonant circuit (inductance $L$, linear and nonlinear capacitance, load resistance $R_L$, loss resistance $R_s$, along with an input signal represented by the voltage source $E(t)$, and resistance $R_g$, and pumping signal $I(t)$), constitute the electrical equivalent circuit of an electromechanical parametric amplifier formed from an individual OHC. In this parametric amplifier, the energy flows from a strong pump signal $I(t)$ to weak useful signal wave represented by $E(t)$.

By analyzing the circuit from Fig. 2, one can investigate the linear and nonlinear behavior of the OHC’s parametric amplifier.

In this work a quantitative analysis of physical phenomena occurring in an individual OHC will be the subject of future work.

3.2. Linearized equivalent circuits of an OHC’s resonator

3.2.1. Series (Thevenin) equivalent circuit

For moderate level of input driving signal, assuming that the pumping signal (represented by the current source $I(t)$) is much larger than the input signal (represented by the voltage source $E(t)$), the system from Fig. 2 can be linearized.

Consequently, one arrives at the equivalent circuit such as in Fig. 3. In this circuit, $C_0 = C_{Lin} + C_0$ is the static component of an overall capacitance of the OHC’s resonator. $C(t)$ is a time varying transmembrane capacitance resulting from the pumping of the nonlinear capacitance by the electrical current $I(t)$, see Fig. 2. Inductance $L$ represents the inertial effects in the OHC’s resonator. Resistance $R_s$ represents losses in the OHC’s resonator. $E(t)$ is the driving voltage generated by an input force $F(t)$ and transformed into the electrical side through the direct piezoelectric effect. $R_L$ is the load resistance, and $R_g$ is the resistance of an input voltage source.

![Fig. 3. Linearized (lumped-element) Thevenin electrical equivalent circuit of an individual OHC operating as an electromechanical resonator.](image)

Differential equation that describes the flow of charge in the circuit of Figure 3 is a linear differential equation with variable coefficients:

$$\frac{d^2q}{dt^2} + \frac{\omega_0^2}{Q_{pass}} \frac{dq}{dt} + \omega_0^2 \left( 1 - \frac{2C_1}{C_0} \cos 2\omega t \right) q = \frac{1}{L} E(t), \quad (1)$$

where $q$ is the electric charge flowing in the circuit, $\omega_0$ is the angular resonant frequency ($\omega_0^2 = 1/LC_0'$), and $Q_{pass}$ is the quality factor of the passive resonant circuit ($Q_{pass} = \omega_0 L/(R + R_g)$).

Equation (1) is an inhomogeneous differential equation of the Mathieu type. This equation describes the operation of the parametric OHC’s amplifier for moderate levels of driving input signals.

By solving Eq. (1) one can determine the electric charge, current and voltage distribution in the circuit and describe the electrical and electromechanical properties of the OHC’s resonator (e.g., obtain the output
frequency amplitude characteristics, power amplification etc.).

3.2.2. Parallel (Norton) equivalent circuit

A parallel (Norton) equivalent circuit of an individual OHC (see Fig. 4), similar to the series equivalent circuit from Fig. 3, can also be specified.

Fig. 4. Norton linear equivalent circuit of a degenerate OHC’s parametric amplifier.

$I_g$ is the source current, $G_g$ is the source conductance, $G_L$ is the load conductance, $G_s$ is the loss conductance, $L_s$ is the inductance of the OHC’s resonator, $C(t)$ is a time varying capacitance.

As shown in Fig. 4, the input electric signal represented by the current source $I_g$ of admittance $G_g$ is amplified in the parametric amplifier (formed with a time-variable capacitance). After amplification, this signal is dissipated as the useful signal at the output load conductance $G_L$. The useful output power is then transformed (through the inverse piezoelectric effect) to the mechanical side, where it performs useful work on the TM and BM, which in turn will stimulate further IHCs.

Applying Kirchhoff’s laws to the circuit from Fig. 4, the following differential equation that describes voltage ($u_1$) changes in the circuit is obtained:

$$1/\omega_0^2 \left( 1 + \frac{2C_1}{C_0} \cos 2\omega t \right) \frac{d^2u_1}{dt^2} + L_s (G_w - 4C_1 \omega \sin 2\omega t) \frac{du_1}{dt} + u_1 = L_s \frac{dI_g}{dt} , \quad (2)$$

where $G_w = G_g + G_L + G_s$, $C'_0 = C_{Lim} + C_0$, $\omega_0^2 = 1/L_s C'_0$.

Equation (2) is a nonhomogeneous differential equation of the Ince type. Solving this differential equation Eq. (2), one can also determine the time course of the voltage $u_1$ on the load conductance, output frequency characteristics, and power gain.

4. Selectivity (sharpening of frequency characteristics)

Single OHC with adjacent areas of the BM and the TM acts as a selective parametric power amplifier of an input acoustic signal. In addition to power, the amplitude of the input signal (deflection, velocity or voltage) is also amplified. Consequently, amplification of the input signal amplitude is also accompanied by an increase in the quality factor of the OHC’s resonance vibrating circuit. This makes it also narrower resonance curve of the oscillating OHC’s resonant circuit.

The result of the input signal power gain is:

1) increasing the level of the input signal (displacement, velocity, amplitude or current),
2) enhancing the sensitivity of the OHC’s receiver,
3) improving the selectivity of the OHC’s receiver (higher quality factor).

Damped Mathieu differential equation Eq. (1) describes the behavior of the resonant OHC’s parametric amplifier. By solving this equation one can determine the selectivity of the resonant circuit from Fig. 3. For this purpose, Eq. (1) was solved numerically (for various values of frequency about the resonant frequency $f_0$) using Mathcad software package. In this way, the resonant curve of Fig. 5 was obtained. Also one gets a similar curve by solving the differential equation of the Ince type Eq. (2).

Fig. 5. Sharpening of the resonant curve of the OHC’s electromechanical resonator due to the parametric amplification. Curve 1 – passive vibrations, curve 2 – active vibrations. $f_0$ is a resonant frequency.

The following parameters of the damped vibrating parametric system from Fig. 3 were assumed in the numerical calculations:

$$f_0 = \omega_0/2\pi = 1000 \text{ Hz}, \quad Q_{\text{pass}} = 12, \quad C_1/C'_0 = 0.075.$$ 

The above data were chosen according to the physiological data given in (Weitzel et al., 2003; Ospeck
et al., 2003; Liu et al., 2006; Reinchenbach et al., 2010).

Consequently, the resonant curves representing the vibrating OHC’s structure were derived in two cases a) passive vibrations of the OHC’s structure without parametric effect (curve 1), and b) active vibrations of the OHC’s resonator with the parametric amplification (curve 2), see Fig. 5.

It can be seen in Fig. 5, that the resonant curve of the circuit with the variable capacitance and parametric amplification (curve 2) has a higher selectivity (bandwidth is about 10 times narrower), and higher quality factor ($Q_{\text{act}} = 10 \cdot Q_{\text{pass}}$) compared to the parametric amplification (passive vibration).

The amplitude of the amplified signal (active vibration) at the resonant frequency $f_0$ is 10 times larger than the amplitude of the signal that is not subject to parametric amplification (passive vibration).

Numerical calculations show that the level of the amplitude near the resonant frequency and the quality factor augment with the increase in capacitance modulation ratio $C_1/C_0$.

5. Power gain in the OHC’s parametric amplifier

The physical mechanism of power amplification in the cochlea is not yet known. As a result, there is no a satisfactory quantitative theory of the power gain occurring in the cochlea. The existing attempts to explain this phenomenon are rather qualitative, descriptive and nonphysical.

In the model presented in this paper the phenomenon of power amplification in an individual OHC resonator is explained using the concept of the parametric amplification. In order to calculate the power gain of the OHC’s parametric amplifier, a parallel Norton equivalent circuit from Fig. 4 is used.

The input power amplification in the electromechanical OHC’s amplifier occurs in two stages 1 and 2, described below.

The incoming input acoustic signal acts on an individual OHC from the BM side and TM side simultaneously. As a results, the following sequence of events will take place in the OHC:

1. BM movement sets in motion a considered OHC.

The movement of an OHC in relation to the TM causes deflection of its stereocilia. The movement of the stereocilia initializes the influx of $K^+$ ions into the OHC and consequently triggers the operation of an electromechanical input transistor. This transistor in turn amplifies the power of the input signal, and as a consequence loads the nonlinear OHC’s capacitance $[C(t)$ from Figs. 1, 2, and also $C(t)$ from Figs. 3, 4]. The amplifier formed from the electromechanical transistor is of aperiodic (nonselective) type. The electrical signal, amplified in the electromechanical transistor amplifier, powers the nonlinear OHC’s capacitance. In this way, the modulation of the nonlinear capacitance is produced. For moderate levels of input signals, the nonlinear capacitance can be approximated by the time-variable capacitance $C(t) = C_0 + 2C_1 \cdot \cos(2\omega_s t)$, see Figs. 3 and 4. Frequency of the capacitance modulation $2\omega_s$ is equal to exactly twice the frequency of the input signal, $\omega_s$.

2. Input acoustic signal (acting from the BM side) is transformed to the electrical signal through a direct piezoelectric effect. The mass, compliance and mechanical losses of the adjacent areas of the TM and BM are also transformed on the electrical side through a direct piezoelectric effect. These electrical elements, including existing linear and nonlinear (time varying) capacitance, form the electrical equivalent circuit of the parametric amplifier constructed from a single OHC, see Figs. 2, 3 and 4. Due to the parametric amplifier operation, the power gain of the electrical (AC) input signal occurs. Subsequently, by an inverse piezoelectric effect this amplified input electrical signal is transformed into the mechanical side, where it performs a useful work on the BM and TM.

At the same time, due to the parametric amplifier operation, the output frequency characteristics of the OHC are also sharpened, what results in a higher frequency selectivity.

5.1. Analytical formula for power amplification

The effective resonant power gain $k_p$ of the parametric amplifier, represented in Fig. 4, is defined as the ratio of the output power $[|U_s|^2 \cdot G_L]$ in the load $G_L$, to the available input power $[|I_{g}|^2 / 4G_g]$ from the source, and can be expressed as follows:

$$k_p = \frac{[|U_s|^2 \cdot G_L]}{|I_{g}|^2 / 4G_g} = \frac{4G_g G_L}{(G_g + G_L + G_s + G_{2s})^2}, \quad (3)$$

where $G_{2s} = -\omega_s C_1$ is the negative conductance introduced to the circuit by the parametric effect, see Eq. (17). This negative conductance is due to the delivery of the additional energy to the circuit by ionic currents $K^+$, triggered by stereocilia movement.

The derivation of the analytical expression for the conductance $G_{2s}$ is given in the Appendix.

Formula (3) can be rewritten in the form:

$$k_p = \frac{4G_g G_L}{G_w^2 (1 - \gamma)^2}, \quad (4)$$

where $G_w = G_g + G_L + G_s$ and $\gamma = -\frac{G_{2s}}{G_w} = \frac{\omega_s C_1}{G_g + G_s + G_L}$ is the un-damping coefficient.
The maximum power amplification is achieved when the load conductance $G_L$ is matched to the source conductance, i.e.,

$$G_{L_{\text{opt}}} = G_g + G_s.$$  

(5)

Substituting Eq. (5) into Eq. (4) one has:

$$k_{p_{\text{max}}} = \frac{G_g}{G_g + G_s} \frac{1}{(1 - \gamma)^2}.$$  

(6)

If $G_s \ll G_g$ then Eq. (6) reduces to

$$k_{p_{\text{max}}} = \frac{1}{(1 - \gamma)^2},$$  

(7)

where $\gamma = \frac{\omega_s C_1}{2 G_g}$ is the resulting un-damping coefficient.

Equation (7) shows that the power gain $k_{p_{\text{max}}}$ depends, among others, on the capacitance coefficient $C_1$, which characterizes the level of the pumping signal. Formula (7) was used in the sequel in calculations of the power gain occurring in the OHC’s parametric amplifier.

The power gain was calculated for the following set of electrical parameters for the vibrating OHC’s parametric resonator (from Fig. 4):

$$P = 10^{-14} \text{ W}, \quad C'_0 = 30 \text{ pF}, \quad Q_{\text{pass}} = 12,$$

where $P$ is the available power of an input electrical signal, $C'_0$ is the static component of an overall capacitance of the OHC’s resonator, and $Q_{\text{pass}}$ is the quality factor of the passive resonant circuit (without the parametric amplification).

The estimated value of the input power ($P = 10^{-14} \text{ W}$) corresponds to a moderate level of acoustic driving signal i.e., 50 dB. The results of calculations of the power gain and other electrical parameters characterizing the operation of the OHC’s parametric amplifier from Fig. 4 are presented in Table 1.

### Table 1. Coefficient of power amplification $k_{p_{\text{max}}}$, source conductance $G_s$, negative un-damping conductance $G_{2s}$, introduced to the resonant circuit, input source current $I_g$, capacitance modulation ratio $C_1/C'_0$, and quality factor $Q_{\text{act}}$ of the active resonant circuit with the parametric amplification.

<table>
<thead>
<tr>
<th>Resonant frequency $f_0$ [Hz]</th>
<th>$k_{p_{\text{max}}}$</th>
<th>$2G_s$ [nS]</th>
<th>$G_{2s}$ [nS]</th>
<th>$I_g$ [pA]</th>
<th>$C_1$/$C'_0$</th>
<th>$Q_{\text{act}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>100</td>
<td>15.70</td>
<td>-14.12</td>
<td>17.72</td>
<td>0.075</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>15.70</td>
<td>-11.93</td>
<td>17.72</td>
<td>0.063</td>
<td>50.9</td>
</tr>
<tr>
<td>3000</td>
<td>100</td>
<td>47.10</td>
<td>-42.39</td>
<td>30.69</td>
<td>0.075</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>47.10</td>
<td>-35.80</td>
<td>30.69</td>
<td>0.063</td>
<td>50.9</td>
</tr>
</tbody>
</table>

Values of the parameters used in the numerical calculations are in accordance with the experimental data obtained for mammalian cochleas (Weitzel et al., 2003; Ospeck et al., 2003; Liu et al., 2006; Reinchenbach, Hudspeth, 2010).

As it is seen from the Table 1, the OHC’s parametric amplifier can effectively provide power gain of the useful acoustic input signal. Table 1 shows also that the negative conductance $G_{2s}$, introduced to the resonant circuit by the parametric amplification, un-damps the circuit, and enhances the effective quality factor, $Q_{\text{act}}$.

For low levels of input signals the governing equation for the OHC element is a nonlinear differential equation. The solution of this equation provides an augmented value of the quality factor and therefore higher value of amplification of the signal amplitude. Numerical solutions of this nonlinear differential equation will be performed in future works.

### 6. Conclusions

The theory developed in this study, explains quantitatively in a natural way the physical phenomena occurring in an individual OHC. It was shown that the phenomena of power gain and sharpening of the output amplitude frequency characteristics are particularly important. The developed theory also may explain the phenomenon of otoacoustic emission.

It was demonstrated that an individual OHC can operate as an electromechanical parametric amplifier, that can amplify the power of an input acoustic signal and improve selectivity.

Series and parallel electrical equivalent circuits of a single OHC that operates as a parametric amplifier have been established.

Physical and mathematical models describing the course of electrical signals in the developed series and parallel electric equivalent circuits have been formulated.

The derived inhomogeneous Mathieu and Ince differential equations that describe the operation of a single OHC as a parametric amplifier, have been solved numerically. Output amplitude frequency characteristics of a single OHC working as a parametric amplifier are evaluated.

Sharpening of frequency response amplitude (enhancement in quality factor and selectivity), as a result of operation of the parametric amplifier based on a variable in time capacitance, was stated.

Analytical formula for the input signal power gain occurring in the OHC’s parametric amplifier was also derived. Depending on the assumed values of the parameters of equivalent circuits and driving level, the opportunity to amplify the input signal power in a wide range (from several to several hundred times) has been stated.

The developed electromechanical model of a single OHC is a physical model, not a phenomenological model. Each element of the model has its physical
counterpart in the actual structure of the cochlea. The proposed in this work a new parametric-piezoelectric model of a single OHC, along with its mathematical and electronic description, is an original contribution to the state-of-the-art in modeling of the human hearing organ.

The presence of the parametric amplification provides a sharp resonant curve of the oscillating circuit (representing a vibrating OHC), and large output signal to noise ratio.

The material presented in this paper is the first stage of the research. In the next step the author aims to develop a complete electromechanical model of the cochlea and description of the physical phenomena occurring in the whole cochlea’s structure. Future analysis will be conducted on nonlinear effects occurring in the considered OHC’s parametric amplifier.

The developed model conforms qualitatively to the existing experimental data. New refined theory of the hearing processes based on the piezoelectricity and parametric amplification can open new horizons for research, e.g., deeper understanding of the physical phenomena underlying auditory processes, new phenomena in musical and speech acoustics. This will allow the design of new musical instruments and audio codecs, that will be new in relation to the existing MP3 codecs.

Appendix

The nonlinear OHC’s capacitance has a bell shape voltage dependence (Iwasa, 1994), therefore it can be approximated by the following Gaussian function:

\[ C(u) = C_0 \cdot \exp(-u^2), \]

where \( u \) is a normalized voltage.

Expanding the above formula into the Taylor series gives rise to:

\[ C(u) = C_0 \left( 1 - u^2 + \frac{1}{2} u^4 - \ldots \right). \]  

The incoming pumping signal, that is applied across the nonlinear capacitance, can be expressed as:

\[ v = v_1 \cos(\omega t). \]  

The voltage given by formula (10) is next substituted into formula (9). As a consequence, the resulting time variable (time-dependent) capacitance is produced:

\[ C = C(t) = C_0 + 2C_1 \cos(2\omega_s t) + 2C_2 \cos(4\omega_s t) + \ldots \]  

For a time-harmonic input signal:

\[ U_s = U_{sm} \cos(\omega_s t + \varphi_s), \]

where \( \varphi_s \) is a phase shift between the pump and useful input signal, the current flowing through the time varying capacitance is given by:

\[ i(t) = \frac{d(C(t)U_s)}{dt}. \]  

Inserting Eqs. (11)–(13) into Eq. (14) and neglecting in Eq. (14) all components of frequency other than \( \omega_s \) one obtains:

\[ i(\omega_s t) = -C_0U_{sm}\omega_s \sin(\omega_s t + \varphi_s) \]

\[ - C_1U_{sm}\omega_s \sin(\omega_s t - \varphi_s). \]

The second term in Eq. (15) is due to the parametric effect and can be represented by the effective admittance \( Y_{zs} \) introduced across the \( a-a \) terminals in Fig. 4.

According to Eq. (13) and Eq. (15) the admittance \( Y_{zs} \) equals:

\[ Y_{zs} = j\omega_s C_1 \exp(-2j\varphi_s) = -\omega_s C_1 \sin(2\varphi_s) \]

\[ + j\omega_s C_1 \cos(2\varphi_s) = G_{zs} + jB_{zs} . \]

For \( \varphi_s = -\pi/4 \) one has:

\[ Y_{zs} = G_{zs} = -\omega_s C_1 < 0. \]

Therefore, the presence of a time varying capacitance \( C_1 \) gives rise to a negative conductance \( G_{zs} \) in the circuit from Fig. 4. This negative conductance can be responsible for the power gain in the OHC’s parametric amplifier.
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The temperature dependence of the particle size distribution (PSD) of the magnetic fluid with an additional biocompatible dextran layer was studied using an ultrasonic method. The measurements of the ultrasound velocity and attenuation were carried out as a function of the volume concentration of magnetite particles at temperatures ranging from 15°C to 40°C. In order to extract the PSD from ultrasonic measurements, the theoretical model of Vinogradov-Isakovich was used. The extraction of PSD from the ultrasonic data requires also the measurements the density and viscosity of the ferrofluid samples. The calculated PSD of the magnetic fluid with an additional biocompatible layer shows a greater thermal stability than that of a magnetic fluid with a single surfactant layer.
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1. Introduction

According to the usual definition, magnetic nanoparticles can attain a size between 1 nm and 100 nm. Their importance relates to the fact that the characteristics of the magnetic nanoparticles are different from those of bulk materials of the same composition, which is due mainly to the size effects, magnetic and electronic properties, and the role played by surface phenomena as the size is reduced. Magnetic nanoparticles dispersed in a carrier fluid are called magnetic liquids or ferrofluids. Due to the possibility of remote controlling the parameters of the fluid containing magnetic nanoparticles with the aid of an external magnetic field, magnetic liquids have attracted considerable interest because of potential applications in technological, biological and medical domains, such as seals, bearings, sensors, drug delivery or magnetic hyperthermia.

The parameter that control the distinctive features of magnetic nanoparticles in magnetic fluids is the particle size which determines the scale of interparticles interactions and the concentrations. Real magnetic fluids are always polydisperse systems with a log-normal particle size distribution and a mean magnetic core diameter of about 10 nm (Regulska et al., 2007; Raşa, 2000).

Since the magnetic moments of the particles are proportional to the volume of their magnetic cores, larger particles can be oriented more easily at low field strengths, and the smaller ones can be oriented only under rather strong magnetic fields applied. As a result, the magnetization properties of a polydisperse system differ from that of a monodisperse system even in the case of very diluted magnetic fluids. More importantly, a small fraction of the large particles in the real system has a typical size of 15–20 nm. Since their dipole-dipole interaction energy is considerably larger than the thermal energy at room temperature, these particles can aggregate into bigger structures. Experiments have demonstrated that this small fraction of large particles can play a major role in determining the physical properties of polydisperse magnetic fluids (Bacri et al., 1990). Aggregation of magnetic particles due to magnetic interactions could block vessels and capillaries when magnetic fluids are used in drug-delivering therapies. Thus prior to the use of a the magnetic fluid in medical therapies it is necessary to study the particle (or aggregate) size distribution (PSD) and its dependence on temperature.

Among the methods commonly used to measure the PSD function and study its properties are ultrasonic techniques, which are recognized as very promising from an industrial point of view (Dukhin,
In the so-called ultrasonic spectroscopy (Hornowski et al., 2008), the particle size distribution and concentration of a colloidal dispersion is usually determined by measuring the ultrasonic velocity and/or attenuation coefficient as a function of frequency and using a suitable mathematical model to interpret the spectra. However, it was shown (Józefczak et al., 2011) that in case of diluted magnetic fluids it is also possible to extract the parameters of the PSD function from the dependence of ultrasonic data measured only at one frequency on the concentration of magnetic nanoparticles.

The purpose of this paper is to compare the PSDs obtained by the ultrasonic method for two types of magnetic fluids with different structures of the stabilizing layer. In order to achieve the repulsive mechanism preventing agglomeration, the particles were coated by a surfactant that produces an entropic repulsion. This constitutes one stabilizing layer surrounding the magnetic core. However, some biomedical applications require an encapsulation of the magnetic core by an additional inorganic or a polymeric coating that renders the particles biocompatible and may serve as a support for biomolecules. The first type of magnetic fluids studied in this work was composed of a single surfactant stabilizing layer, the second one posses an additional biocompatible layer.

2. Materials and methods

The superparamagnetic nanoparticles were prepared by co-precipitation using ferric and ferrous salts and ammonium hydroxide. The freshly prepared magnetic nanoparticles (magnetite) were sterically stabilized by sodium oleate (ca. 1:1 to Fe₃O₄) to prevent their agglomeration. By centrifuging 30 min at 9000 rpm an initial magnetic fluid (sample 1 – MF, arose. Then, dextran (average molecular weight = 64000 Daltons) was added to achieve a dextran to Fe₃O₄ weight ratio equal to 0.5 (sample 2 – MF Dextran) (Koneracká et al., 2010). Dextran is a polymer (C₆H₁₂O₅)n, of anhydroglucose having mainly alpha-D-(1-6) linkages with some unusual 1,3 glucosidic linkages at branching points (Bautista et al., 2005).

From the magnetization curve obtained using SQUID, the saturation magnetization and volume concentration, φ₀, of the magnetite particles in both samples were determined (Ras̆a, 2000, Rozynek et al., 2011). Samples with six different volume concentrations of magnetite particles have been prepared by diluting the initial ferrofluid with water. The volume concentration of the samples studied can be found in Table 1. This method of preparation of the samples should not affect the particle sizes as these kinds of ferrofluids have been shown to be stable for long periods. In other words, the measured PSD for the diluted magnetic fluids is independent of the volume concentration of the samples (Yoon, 2009).

Table 1. Volume concentration of magnetic material, φₘ for the samples studied.

<table>
<thead>
<tr>
<th>Samples</th>
<th>φ₀</th>
<th>φ₁</th>
<th>φ₂</th>
<th>φ₃</th>
<th>φ₄</th>
<th>φ₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>1.38</td>
<td>0.69</td>
<td>0.35</td>
<td>0.17</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>MF Dextran</td>
<td>1.40</td>
<td>0.70</td>
<td>0.35</td>
<td>0.17</td>
<td>0.09</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The ultrasonic measurements were carried out using the ResoScan (Germany) ultrasonic device, which measures the ultrasonic velocity, c, and attenuation, αf⁻², of the sample, where f is the frequency of the ultrasonic wave. The resolution of the ultrasonic velocity is 0.01 m s⁻¹. The relative error of the ultrasonic attenuation coefficient was calculated from the series of repeated measurements and is better than 5%.

The shear viscosity coefficient was measured using a cone-and-plate Brookfield DV II+ viscometer within 10°C to 40°C temperature range with a temperature control uncertainty of 0.2°C.

The density was measured using a DMA-38 oscillating U-tube Anton Paar density meter that measures sample density values accurately to 1 kg m⁻³ in the temperature range of 15°C to 40°C.

3. Results and discussion

In order to extract the PSD from the ultrasonic data, it was necessary to measure densities and shear viscosities for both the types of magnetic fluids studied in the experiment. The densities of the samples were measured within the temperature range 15°C to 40°C; the results of measurements are shown in Figs. 1 and 2. The variation of the density with temperature for all the samples studied obeys the quadratic relation.

Fig. 1. Temperature dependencies of density of the magnetic fluid with a single surfactant layer (MF) for different concentrations of magnetic nanoparticles.
studied. The viscosity increases after the addition of dextran and decreases with temperature according to the Arrhenius law (Józefczak et al., 2013).

To calculate the PSD function from ultrasonic attenuation data, information about the various physical parameters of the solid particles and the liquid dispersion medium is required. The studied ferrofluids were considered as aggregates composed of magnetite/oleic acid in the case of the magnetic fluid with a single surfactant layer and as magnetite/oleic acid+dextran in the case of the magnetic fluid with both surfactant and biocompatible shells. It was assumed that these aggregates are spherical and dispersed in water. The aggregates densities, the oleic acid and dextran volume concentrations can be calculated from the physiochemical model described in details in (Hornowski et al., 2008; Józefczak et al., 2011).

The results of the ultrasonic velocity measurements are shown in Figs. 5 and 6. The results obtained are in
a qualitative agreement with simple macroscopic theories that predict a parabolic relationship between the ultrasonic velocity in a colloidal mixture and the volume concentration of the continuous phase (Challis et al., 2005).

Figures 7 and 8 shows the experimental results of ultrasonic attenuation, αf^−2, as a function of the magnetite particle concentration for temperature range of 10°C to 40°C. For all the temperatures the ultrasonic attenuation increases with increasing volume concentration of the magnetite particles.

![Fig. 7. Ultrasonic wave attenuation as a function of the magnetite volume concentration in magnetic fluids with a single surfactant layer for different temperatures.](image1)

![Fig. 8. Ultrasonic wave attenuation as a function of magnetite volume concentration in magnetic fluids with both surfactant and biocompatible layers for different temperatures.](image2)

The interaction between the acoustic wave and the suspended particles of nanometer size leads to an additional attenuation of the sound compared to that in the carrier liquid, α_0. This additional term Δα describes the attenuation that can be attributed to visco-inertial, thermal, and scattering losses (Dukhin, Goetz, 2001). The additional attenuation depends on the particle size distribution that can be assumed to obey a log-normal distribution characterized by the density as a sum of the absorption coefficient of dispersion:

\[ p(R) = \frac{1}{\sqrt{2\pi}\sigma(R - R_0)} \exp\left(-\frac{\ln(R - R_0) - m}{2\sigma^2}\right). \]

Here m is the logarithmic mean, σ is the logarithmic standard deviation, and R_0 is a minimal radius. The mean m and standard deviation σ which give the best agreement between the measured and predicted ultrasonic attenuation can be found by a least squares analysis.

The mean value M_α, and root-mean-square deviation D_α, of the particle radius R can be determined from the expressions:

\[ M = \exp(m + 0.5\sigma^2) + R_0, \]

\[ D = \exp(2m + \sigma^2)(\exp\sigma - 1). \]

To extract the parameters of the particle size distribution from ultrasonic attenuation data, the theoretical model proposed by Vinogradov and Isakovich (Vinogradov, 2003) was used.

In this model three mechanisms are responsible for the additional ultrasound attenuation in ferrofluids with respect to that of the carrier liquid: visco-inertial absorption, α_η, associated with the difference in density between the magnetic nanoparticles and the carrier liquid, thermal absorption, α_T, associated with the difference in the thermal properties between the magnetic particles and the carrier liquid and scattering losses, α_S, associated with the difference in the acoustic impedance. Neglecting the scattering effect which is very small for the wave with frequency equal to 8 MHz, the overall ultrasonic attenuation in the magnetic liquid per frequency squared can be conveniently expressed as the sum of the first two contributions:

\[ \frac{\alpha}{f^2} = \frac{\alpha_\eta}{f^2} + \frac{\alpha_T}{f^2}. \]

The contributions to the attenuation of sound due to viscoinertial and thermal processes are given by

\[ \frac{\alpha_\eta}{f^2} = \frac{K\pi\phi}{c} \int_{R_{\min}}^{R_{\max}} \frac{f(R)R^2}{Q(R,f) + S(R,f)q_\beta\tau_V} \frac{Q(R,f) + S(R,f)q_\beta\tau_V}{Q(R,f)^2 + W(R,f)} dR + \frac{2\pi^2\tau_V}{c}, \]

where

\[ K = \frac{4\pi(1 - \phi)(\rho_0 - \rho_f)^2}{9\rho_f}, \quad Q(R,f) = 1 + R\sqrt{q_1f}, \]
\[ S(R, f) = R\sqrt{q_1 f} + \frac{2}{9} q_1 R^2 f + q_2 R^2 f, \]
\[ W(R, f) = q_1 R^2 f + \frac{4}{9} R^3 \sqrt{(q_1 f)^3} + 2 q_2 R^3 \sqrt{q_1 f}, \]
\[ q_1 = \frac{\pi \rho_f}{\eta_f}, \quad q_2 = \frac{4\pi (1 - \phi) \rho_a \rho_f}{9 \rho_f \eta_f}, \]
\[ q_3 = \frac{4\pi \rho_a^2}{(1 - \phi)(\rho_a - \rho_f)^2}, \quad \gamma_V = \frac{\alpha_f \rho f c_f^3}{f^2 2\pi^2 \rho c^2}, \]
\[ \alpha_T = \frac{\phi}{f^2} \int_{R^{\text{min}}}^{R^{\text{max}}} f(R) \]
\[ \cdot \text{Im} \left[ -j \lambda_\alpha \gamma_f (Z_a - \tan h(Z_a))(Z_f + 1) \right] \left[ \lambda_a (Z_a - \tan h(Z_a)) + \lambda_f (Z_f + 1) \tan h(Z_a) \right] dR, \]
\[ Z = \frac{3 \rho T c}{2 R^2 \left( \rho_a C_a - \rho_f C_f j \right)^2}, \]
\[ Z_a = (1 + j) R \sqrt{\frac{\pi f \rho_a C_a \lambda_a}{\lambda_f}} \]
\[ Z_f = (1 + j) R \sqrt{\frac{\pi f \rho_f C_f \lambda_f}{\lambda_f}}. \]

Here \( \rho, \beta, \eta, c \) and \( \alpha \) are the density, adiabatic compressibility, viscosity, velocity and sound absorption, \( T \) is the temperature of the medium, and \( C, \lambda, \gamma \) are the heat capacity constant, the heat conductivity coefficient and the thermal expansion coefficient. The subscripts \( a \) and \( f \) refer to the properties of the magnetite particles and the continuous phase, respectively.

Figures 9 and 10 show the log-normal PSDs obtained by the ultrasonic method for various temperatures in the range of 10°C to 40°C.

Figures 9 and 10 present PSD functions extracted from the ultrasonic attenuation data for both the types of magnetic fluids studied in the experiment. The values of the PSD function parameters, \( m \) and \( \sigma \), as well as the values of \( M_\phi \) and \( D_\phi \) for all temperatures are listed in Table 2. The mean particle radius \( M_\phi \), evaluated from ultrasonic measurements is bigger by twice as much as the average magnetic nanoparticle size. This is because the ultrasonic granulometry gives the value of the so-called “hydrodynamic” radius which is greater than the size of the magnetic core by a magnitude, \( \delta_s + \delta_m \), where \( \delta_s \) denotes the thickness of the protective surfactant layer/layers and \( \delta_m \) is the thickness of the magnetically inactive layer on the surface of the particles (Pshenichnikov et al., 1996).

Table 2. Parameters \( m \) and \( \sigma \) of the log-normal particle size distribution, mean value \( M_\phi \), and root-mean-square deviation \( D_\phi \) of particle radius \( R \) calculated from ultrasonic data for different temperatures.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( T ) [°C]</th>
<th>( m )</th>
<th>( \sigma )</th>
<th>( M_\phi \times 10^{18} ) [m]</th>
<th>( D_\phi \times 10^{18} ) [m(^2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>10</td>
<td>18.414</td>
<td>0.312</td>
<td>12.57</td>
<td>40.90</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20.194</td>
<td>1.590</td>
<td>8.01</td>
<td>140.10</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>19.292</td>
<td>1.118</td>
<td>9.82</td>
<td>125.78</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>18.947</td>
<td>0.857</td>
<td>10.53</td>
<td>125.78</td>
</tr>
<tr>
<td>MF+Dextran</td>
<td>10</td>
<td>18.529</td>
<td>0.329</td>
<td>11.47</td>
<td>34.95</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>18.517</td>
<td>0.331</td>
<td>11.59</td>
<td>36.11</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>18.603</td>
<td>0.347</td>
<td>10.85</td>
<td>32.49</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>18.723</td>
<td>0.370</td>
<td>9.91</td>
<td>28.05</td>
</tr>
</tbody>
</table>

The PSDs of magnetic fluid with a single surfactant layer shown in Fig. 9 change substantially with temperature. This instability can be related to the creation and destruction of magnetic particle aggregates and is confirmed by rather large values of the root-

![Fig. 9. Log-normal PSD functions in magnetic fluids with a single surfactant layer obtained from ultrasonic measurements for different temperatures.](image-url)

![Fig. 10. Log-normal PSD functions in magnetic fluids with both the surfactant and biocompatible layers obtained from ultrasonic measurements for different temperatures.](image-url)
mean-square deviation $D_p$ of the particle radius. However, at human body temperature this process seems to run slower. The addition of the dextran layer has a dramatic impact on the magnetic fluid PSD as can be seen in Fig. 10. The PSDs show now an excellent stability for all temperatures. This proves that apart from providing additional biocompatibility, the dextran layer can also prevent agglomeration of magnetic nanoparticles.

4. Conclusions

The effect of a dextran additional layer on the particle size distribution was studied. The ultrasonically determined PSD functions show that the surface modification of magnetic nanoparticles with dextran enhances the stability of biocompatible magnetic fluids. This finding is in agreement with our studies of the rheological properties of dextran modified magnetic nanoparticles (Józefczak et al., 2013).
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The paper contains results of a in situ research main task of which was to detect objects buried, partially or completely, in the sea bottom. Object detecting technologies employing acoustic wave sources based on nonlinear interaction of elastic waves require application of parametric sound sources. Detection of objects buried in the sea bottom with the use of classic hydroacoustic devices such as the sidescan sonar or multibeam echosounder proves ineffective. Wave frequencies used in such devices are generally larger than tens of kHz. This results in the fact that almost the whole acoustic energy is reflected from the bottom. On the other hand, parametric echosounders radiate waves with low frequency and narrow beam patterns which ensure high spatial resolution and allows to penetrate the sea bottom to depths of the order of tens of meters. This allows to detect objects that can be interesting, among other things, from archaeological or military point of view.

Keywords: sea bottom, sea bottom acoustics, buried objects.

1. Introduction

Detection of objects occurring on or under the seabed surface presents a challenge for researchers interested in exploration of the sea bottom. The problem relates to objects buried at depths of up to several tens of meters from the seabed surface. Finding such objects is the subject of interest for a wide group of professionals, including archaeologists, marine safety specialists, and the military responsible for defending coastal waters. One of the currently developing non-invasive remote sensing methods consists in the use of phenomena accompanying nonlinear propagation of elastic waves.

Hydroacoustic examination of the seabed upper layer requires systems with high directivity beams in order to minimize sediment reverberation (GALLOWAY, COLLINS, 1998; HAMILTON et al., 1999). Parametric sonar systems meet this requirement and generate low-frequency/wide-band beams with extremely concentrated main lobes (GRELOWSKA et al., 2010; KOZACZKA et al., 2012a). Due to their comparatively small dimensions and weight, parametric systems can be easily mounted on ROVs (remotely operated underwater vehicles) or AUVs (autonomous underwater vehicles); for this reason, they can be used as e.g. relocalization sensors for one-shot disposal systems combating mines buried in the seabed.

There are various types of high-resolution sub-bottom profiling systems, differing mainly in energy sources and receiving elements, their specific merits and demerits, and fields of application (WALTER et al., 1997; TURGUT, 1998; STERNLICHT, MOUSTIER, 2003). One of the most popular and widely used sub-bottom profiling systems is that utilizing air gun(s) as the energy source and a separate receiving cable for recording reflected acoustic signals. A much more accurate system, called the parametric echosounder, is based on parametric sound generation. Probably the best known solution of this type is TOPAS (Topographic Parametric Sonar manufactured by Kongsberg) that allows to penetrate sea floor up to thousands of meters and is a superior sub-bottom profiling system as far resolution is concerned but is less
popular due to its high cost. There are also other mobile parametric sediment echosounder systems available that allow to carry out surveys in shallow waters. The ultimate objective of this technique is to provide a spatially detailed and resolved picture of the seafloor and the subsurface sediment structures. High resolution seismic surveys are primarily confined to the uppermost 80 meters of sediments. This is the area used by majority of typical engineering applications. It is estimated that about 80% of sub-seabed technical infrastructure is located in the upper 15 to 20 meters. Some typical major applications include reconnaissance geological surveys, minerals exploration, foundation studies for offshore platforms, detailed site surveys for engineering projects, cable and pipeline route investigations, harbor development, and environmental studies.

However, single-beam echosounders, even parametric ones, provide information on the seabed only immediately below the surveying vessel. The footprint on the seabed varies in size, depending on the water depth and the local slopes, but is generally large. Seafloor coverage will therefore be variable and rather small.

The main feature of the parametric echosounder consists in generating a sounding pulse of frequency that can be set between 4 kHz and 15 kHz and occurs as a consequence of interaction of two main sounding pulses of higher frequencies, e.g. 100 kHz and 115 kHz. In the device used in the course of experiments described in this survey, the sea bottom was sounded with low frequencies sounding pulse using small-size antenna and additionally gaining narrow main lobe without side lobes.

The fields of most extensive commercial use of this technique include the oil/gas industry and the subsea engineering. High-resolution seismic/sub-bottom profiling surveys provide essential information necessary to make decisions concerning oil rig/platform site selection. Cable and pipeline route investigations need a very detailed picture of the top few tens of meters of the sediment, and sub-bottom reflection profiling method is the primary source of such information.

The technique of precise sub-bottom survey has one more application important for safety at sea. Nowadays, mass destruction weapons are frequently placed in shallow waters in a way making them very difficult to find. Detecting such objects in the sea requires the use of devices that offer possibility to penetrate sediment covering them.

This paper presents results of experimental research aimed at detection of underwater objects with the use of a device called the sub-bottom profiler. The research area was the Southern Baltic, with particular interest focused on the Gulf of Gdańsk.

Some examples of actual acoustics images obtained during the sea trials will be shown in the following together with physical interpretation.

2. In situ measurements

A bathymetrical measurement system with sub-bottom profiler was installed on a 10.5 m long small survey vessel. The parametric echosounder antenna was installed on the starboard and the multibeam EM3002 transducer on the port side 100 cm below water surface, with both devices fixed to special mounting arms. Additional navigation devices were tested in different locations and finally mounted in places optimal from the point of view of their functions. GPS receiver was installed in the center line of the vessel, close to the deck in order to minimize speed and position errors. The motion sensor MRU-Z was fitted near the vessel’s center of gravity. After mounting the devices, measurements were made to define lever arms for each bathymetrical unit. GPS position, heading, and motion speed sensor signals were distributed to different devices used for the sea bottom investigation. Small measurement vessel with calibrated measuring units was used during trials on Gdańsk Bay. Some interesting results of sounding and processing methods will be bring up.

The sub-bottom structure was investigated with the use of parametric echosounder SES-2000 manufactured by Imnomar. This is a nonlinear transducer source which simultaneously transmits two signals with slightly different high frequencies at high sound pressures. Nonlinear interactions generate new frequencies in water, one of them being the difference frequency that has a bandwidth similar to the primary frequency. Both the primary HF signal (100 kHz) and the secondary LF signal (6 to 12 kHz) were recorded. Penetration occurred up to a few tens of meters in soft sediments. Advantages of the parametric acoustic system include:

1) small beam width at low frequencies;
2) deep penetration with high resolution of sediment layers and objects;
3) accurate depth measurements with the high frequency signal.

Data processing was carried out with the processing software ISE 2.9 which allows to edit and export layers to ASCII data, extend signal processing, convert and export data, and correct results for tide, water sound velocity, and GPS z-level.

Conditions of elastic wave propagation in the Baltic Sea depend strongly on hydrological parameters. For that reason, vertical distributions of sound speed as well as temperature and salinity were determined before measurements using STD/CTD sounder (SAIV A/S).

Echograms of the investigated area were taken during the research project devoted to detection of objects buried in the sea bottom. The purpose of this study was to observe the sea bottom structure and compare the obtained results to data given on the geological
map of the region (Uscinowicz, Zachowicz, 1994). Measurements were carried out along the paths crossing the Gulf of Gdańsk.

Some examples of data collected during sea bottom measurements are given in the following figures. They allow to assess the penetration properties of the equipment and determine the presence of buried objects as shown in Fig. 1.

High-resolution sediment echo-sounding allows to differentiate between sediment layers with different impedances (Wunderlich, Müller, 2003). Typically, an image is characterized by presence numerous distinct closely spaced continuous parallel horizontal reflectors. There are particularly strong major reflectors within such vertical sequence. Parametric echosounders allow to obtain information based only on perpendicular reflection from layer boundaries (Kozaczka et al., 2012b). Investigations of wave propagation within individual layers have not been carried out to date. Acoustic penetration of the Gulf of Gdańsk ranged from about 5 to 40 meters depending on the seabed geoacoustic parameters.

To extract more information on the seabed structure, special post-processing software was developed. Data converted from the software dedicated to the parametric echosounder were imported to Matlab programming scripts where raw recorded signals (reflected from sediments) were processed. It allowed to present data collected during the measurements in different ways (as an envelope or typical signal). Some of them were helpful in obtaining more detailed information about the objects, especially relative strengths of the targets and their longitudinal dimensions, as in the example shown in Fig. 2.
However, the problem how to differentiate remotely between objects with various shapes remains still unsolved. For this reason, measurements on a stationary range were carried out. Different types of objects of known shapes shown in Fig. 4 were used in the experiment (an object with the form close to Manta mine and steel canisters with different types of material inside).

The equipment used in this experiment was the same as in the measurements carried out in the sea. The configuration of the measurement range is shown in Fig. 3. Antenna was mounted on a stable, aluminium holder. Objects were located directly under the transducer on the bottom surface and buried at different depths. All equipment used for the trials was placed

Fig. 3. Stationary range for in situ measurements.

Fig. 4. Objects used as targets.
on a concrete base and powered via a long power cable plugged in ashore.

In the course of the experiment, echoes obtained from the bottom free of any objects were compared to data with an object or objects covered with the sediment and buried. Examples of the results are shown in Figs. 5 and 6. Results of sounding are shown as a comparison between the clear bottom image and the same area with objects placed on or under the seabed surface. In Fig. 5, first 440 pings correspond to the clear bottom, and the second part of visualization (pings numbered 441 to 1000) represents the object (a group of canisters filled with dry sand) placed on the bottom. Figure 6 can be interpreted the same way but there is a difference in location of canisters that are buried and covered with a 5 cm deep layer of seabed material.

3. Conclusions

Echograms of Southern Baltic bottom and sub-bottom obtained by means of parametric echosounder confirm usefulness of the device that allows to determine remotely the structure of the upper part of sea bottom and locate object buried in the seabed.

However, we cannot differentiate remotely between several different materials of sediments. This task requires a lot of experimental work in the course of which the acoustically obtained echograms should be attributed to sedimentary structures determined from sediment cores.

An important advantage of the presented high-resolution sub-seabed survey method would be the possibility to identify objects posing a threat in some cir-
cumstances. Remote assessment of the type of buried objects needs a lot of experimental investigation and creation of a database of acoustical characteristics corresponding to different targets.

Acknowledgment

The investigation was partially supported by the Ministry of Science and Higher Education in the framework of the fund for statutory activities of the Polish Naval Academy.

References


2. Grelowska G., Kozaczka E., Szymczak W. (2010), Methods of data extraction from sub-bottom profiler’s signal, Hydroacoustics, 13, 109–118.


Matched-field Source Localization with a Mobile Short Horizontal Linear Array in Offshore Shallow Water

Dexin ZHAO, Zhiping HUANG, Shaojing SU, Ting LI

Department of Instrument Science and Technology, College of Mechatronics and Automation
National University of Defense Technology
47, Yanwachi Street, Changsha City, Hunan Province, 410073, P. R. China; e-mail: derekzhao27@yahoo.com

(received July 12, 2012; accepted January 25, 2013)

Passive source localization in shallow water has always been an important and challenging problem. Implementing scientific research, surveying, and monitoring using a short, less than ten meter long, horizontal linear array has received considerable attention in the recent years. The short array can be conveniently placed on autonomous underwater vehicles and deployed for adaptive spatial sampling. However, it is usually difficult to obtain a sufficient spatial gain for localizing long-range sources due to its limited physical size. To address this problem, a localization approach is proposed which is based on matched-field processing of the likelihood of the passive source localization in shallow water, as well as inter-position processing for the improved localization performance and the enhanced stability of the estimation process. The ability of the proposed approach is examined through the two-dimensional synthetic test cases which involves ocean environmental mismatch and position errors of the short array. The presented results illustrate the localization performance for various source locations at different signal-to-noise ratios and demonstrate the build up over time of the positional parameters of the estimated source as the short array moves at a low speed along a straight line at a certain depth.

Keywords: passive source localization, matched-field processing, inter-position processing, short horizontal array, shallow water.

1. Introduction

Passive sonar is a method for detecting acoustic signals in an underwater environment and is typically deployed in the form of long towed arrays measuring up to a thousand feet or longer to enhance the ability of detecting acoustic sources (BERNECKY, KRZYCH, 2008). The emphasis changes from detection to parameter estimation when the localization stage of sonar processing arrives (HAVELOCK et al., 2008; HODGES, 2010). A number of approaches to beamforming and other acoustic source localization techniques exist. These generally include plane-wave beamforming, wavefront curvature ranging, target motion analysis, multipath ranging, and matched-field processing (MFP).

Plane-wave beamforming is the most mature of these schemes and the easiest to implement. It is assumed that the source is in the far field of the array. However, it only provides bearing information for a single linear array, and its accuracy diminishes as the source moves from the broadside to the end-fire (HODGES, 2010; BERNECKY, KRZYCH, 2008). Wavefront curvature ranging is only accurate for near-range sources under the assumption of a spherical spread for the acoustic wavefront (HAVELOCK et al., 2008).

Target motion analysis is capable of determining the source’s trajectory (i.e., range, course, and speed) in the open ocean where the ray assumption is valid. It is a method that builds up the source positional parameters over time through the motion (constant velocity or maneuvering) of the source and/or the receiver. Clearly, its estimation process strongly depends on the type of measurement data and the model for the source motion and other specific problem features (HAVELOCK et al., 2008; WILSON, VEENHUIS, 1997; INCE et al., 2009; HODGES, 2010; BERNECKY, KRZYCH, 2008).

Multipath ranging incorporates the structure of sound propagation in the ocean into its estimation process. It is assumed that the sound radiated from a distant source arrives at the receiver via multiple paths having simple geometric interpretation (e.g., surface and bottom reflections). The process is tedious,
prone to error, and only works in specific environments (Havelock et al., 2008; Bernecky, Krzych, 2008). It should be noted that all of the source localization techniques described thus far also do not work well in shallow water.

The shallow water environment is extremely complex, and the assumption of plane waves or other relatively simple sound propagation model in the processing scheme can lead to severe degradation of the estimation (Debever, 2009; Eihlers et al., 2010). As an alternative, the technique based on MFP exploits the complexity of the ocean’s structure to improve source localization. Thus, the complex shallow water environment actually aids the estimation process (Tolstoy, 1993; Baggeroer et al., 1993). This process constitutes a range-depth ambiguity surface, as it spatially correlates the actual field (measured at an array of sensors emitted from a point source at a particular location) with the replica field (computed by a numerical propagation model over a grid of hypothetical source locations). The maximum match on the ambiguity surface is regarded as the estimated source location. Given the sufficient ocean environmental information, MFP has been shown to be a promising signal processing technique. It has been used in practical applications from the stage of scientific experiments with the advent of powerful microprocessors and various optimal MFP algorithms (Debever, 2007; Tollefsen, 2009; Wilson, 1997; Kist et al., 2010; Fialkowski et al., 1997; Bernecky, 2008).

The intent of this study is to apply MFP to a short horizontal linear array for passive source localization in a shallow water environment. The short horizontal linear array specifically refers to a passive sonar system equipped on a relatively small sensor platform, such as an autonomous underwater vehicle (Millard, 2003). This type of sensor platform can be conveniently deployed at any desired site in the ocean, for scientific research, surveys, and industry. It has excellent characteristics – such as low self-noise and vibration coupled with a high stability – all of which are desirable for many acoustic measurements. However, the platform also limits the array length to less than ten meters. In MFP theory, for the vertical linear array, increasing the array length to span more of the water column can significantly improve MFP sidelobe reduction and peak resolution, and the horizontal linear array usually requires a much longer array length than the vertical array for the same localization performance (Tolstoy, 1993; Tantum, 2000). The short arrays can hardly obtain sufficient spatial gain. The direct application of MFP to such arrays would result in a presumed failure in estimating the source positional parameters. The technique of synthetic aperture processing is usually used to synthesize a longer array when dealing with the problem of this kind of mobile short horizontal linear array. The corresponding goal is to increase the bearing estimation by combing data from widely separated sampling points (Autrey, 1988; Fernandez et al., 2004; Williams, 1992; Xuong et al., 2007). Inspired by the synthetic aperture technique, a localization approach that combines matched-field processing and inter-position processing is expected to allow for the short horizontal linear array capable of passively localizing long-range acoustic sources in range and depth rather than only bearing for the two-dimensional scenario. MFP primarily provides the likelihood of passive source localization in shallow water, and inter-position processing is used to improve the localization performance and stabilize the estimation process. Thus, the estimated source position is built up over time through combining the source localization ambiguity surfaces generated at widely separated sampling positions, as the short horizontal linear array moves at a low speed along a straight line at a certain depth.

The paper is organized as follows: Section 2 introduces the implementation of the proposed localization approach. Section 3 describes the synthetic test cases used to evaluate the capacity of the proposed approach to localize the acoustic sources in offshore shallow water. Section 4 presents and discusses the results of passive source localization using the proposed approach for various source locations at different signal-to-noise ratios (SNRs) in the presence of environmental mismatch and position errors of the short horizontal linear array. Section 5 provides a short conclusion.

2. Localization approach

This section describes the implementation of the proposed localization approach. In our study, the source localization ambiguity surface is generated using the incoherent broadband minimum variance (MV) processor as the short horizontal linear array moves along a straight line to each sampling position. Then, the source localization output at each sampling position is formed by averaging all of the generated ambiguity surfaces. Hence the issue of temporal and spatial coherence among the different sampling positions will not be taken into account due to an incoherent combining of the ambiguity surfaces.

In order to successfully localize the acoustic source in our problem, we have to overcome the shortcoming of the short array. We employ a high resolution MV processor to exploit as much as possible the unique information arising from the source of interest at each sampling position. The incoherent broad-band processing is also used at each sampling position to increase the amount of available data and to stabilize the estimation process. It is a widely used approach to take advantage of the temporal complexity of the signal for an additional gain over narrow pro-
processing (Tolstoy, 1993; Soares, Jesus, 2003; Jesus, Soares, 2001). The inter-position processing further exploits the spatial complexity of the signal that is emitted by the source of interest and sampled by the short array as it moves to a sampling position.

The MV processor (also known as the minimum variance distortionless response processor and the maximum likelihood method) is a high resolution adaptive MFP method, whose essence is “optimum in the sense that the output noise power be minimized subject to the constraint of unity undistorted signal response from the desired source location” (Tolstoy, 1993; Baggeroer et al., 1993; Cox et al., 1987; Stryczewicz, 2006; Lee et al., 1993). Thus, its weight vector \( \mathbf{w} \) is determined by solving

\[
\min_{\mathbf{w}} \mathbf{w}^\dagger \mathbf{Rw} \quad \text{subject to} \quad \mathbf{w}^\dagger \mathbf{d} = 1,
\]

where \( \mathbf{R} = E\{\mathbf{xx}^\dagger\} \) is the cross-spectral density matrix (CSDM) at the frequency of interest, \( E\{\} \) denotes the expectation value operation, and \( \mathbf{x} \) represents the measured data vector. The superscript \( \dagger \) denotes the conjugate transpose operation, and \( \mathbf{d} \) represents the replica vector.

The well-known solution of this optimization problem is

\[
\mathbf{w}_{MV} = \frac{\mathbf{R}^{-1}\mathbf{d}}{\mathbf{d}^\dagger \mathbf{R}^{-1}\mathbf{d}}.
\]

The output of the MV processor is the square of the magnitude of the correlation between the weight vector and the measured data vector in the frequency domain, as expressed by

\[
P_{MV} = \mathbf{w}_{MV}^\dagger \mathbf{Rw}_{MV} = \frac{1}{\mathbf{d}^\dagger \mathbf{R}^{-1}\mathbf{d}}.
\]

The MV processor is constrained to pass the signal from the hypothetical source location (a single point on the ambiguity surface), while minimizing the response from all other locations. For high SNR cases, and in the absence of an ocean environmental mismatch, the MV processor ambiguity surface provides a very sharp peak where the replica vector corresponds to the data vector for the true source location, whereas it flattens the background level and suppresses sidelobes elsewhere. However, this exceptional resolution capability comes with an increased sensitivity to a slight mismatch between the modeled and actual environments. Also, the adaptive MFP methods usually require received source levels to exceed a threshold SNR (Tolstoy, 1993; Baggeroer et al., 1993; Del Balzo et al., 1988; Smith et al., 1993; Hamson, Heitmeyer, 1989).

Consider the noisy data vector \( \mathbf{x}_j = \mathbf{s}_j + \mathbf{n} \) received by \( N \) hydrophones in the array at the \( j \)-th frequency component. The signal vector \( \mathbf{s}_j \) and the replica vector \( \mathbf{d}_j \) are both calculated by RAM codes based on the parabolic equations (PE) theory (Jensen et al., 2011; Collins, 1995), and then normalized such that \( ||\mathbf{s}_j|| = 1 \) and \( ||\mathbf{d}_j|| = 1 \), where \( ||\mathbf{s}_j|| \) and \( ||\mathbf{d}_j|| \) are the \( L_2 \) norm of \( \mathbf{s}_j \) and \( \mathbf{d}_j \). A common assumption is that the additive noise vector \( \mathbf{n} \) is white, Gaussian, zero-mean, and uncorrelated with the signal vector \( \mathbf{s}_j \). Thus the components \( n_i \) in \( \mathbf{n} \) are independent random complex Gaussian variables with a zero mean. That is

\[
f(n_i) = \frac{1}{\sqrt{2\pi}\sigma_n} e^{-n_i^2/2\sigma_n^2},
\]

where the strength of noise \( \sigma_n^2 = 1/(\mathbf{N}r) \), and \( r \) denotes the input SNR averaged across the array. Since the amplitude of the signal vector varies across the array, the actual SNR on any individual hydrophone may be higher or lower. From a computational point of view, the components \( n_i \) are generated using the Box-Muller formula (Porter, Tolstoy, 1994):

\[
n_i = \sigma_n \sqrt{-\log X_i} e^{2\pi Y_i},
\]

where \( X_i \) and \( Y_i \) are random variables with a uniform distribution on the interval \((0, 1]\).

For each sampling position and each frequency component we generate \( L = 300 \) realizations (snapshots): \( \mathbf{x}^i_j \). The CSDM at the \( j \)-th frequency component is constructed as follows:

\[
\mathbf{R}_{ij} = E\{\mathbf{x}_j \mathbf{x}_j^\dagger\} = \sum_{i=1}^L \mathbf{x}_j^i \mathbf{x}_j^i. \tag{6}
\]

Then, the normalized CSDM at the \( v \)-th sampling position is expressed by

\[
\mathbf{K}_{ij}^v = \frac{\mathbf{N} \mathbf{R}_{ij}^v}{(1+\sigma_n^2)\mathbf{L}}. \tag{7}
\]

Thus, the corresponding weight vector \( \mathbf{w}^v_j \) can be calculated using Eq. (2), which yields that the source localization ambiguity surface generated by the MV processor at the \( j \)-th frequency component and the \( v \)-th sampling position is

\[
P_{f_j}^v = \mathbf{w}_{vj}^\dagger \mathbf{K}_{vj}^v \mathbf{w}_{vj}.
\]

If \( M \) is the number of discrete frequencies considered, then the source localization output at the \( v \)-th sampling position is

\[
P_{output} = \left(P_{f_1}^1 + P_{f_2}^1 + \cdots + P_{f_M}^1 + \cdots + P_{f_1}^v + P_{f_2}^v + \cdots + P_{f_M}^v\right)/v. \tag{9}
\]

### 3. The synthetic test cases

This section introduces the synthetic test cases for evaluating the performance of the proposed localization approach. We employ a two-dimensional coordinate system, where the range \( r \) is the horizontal distance and \( z \) is the depth below the ocean surface. The test scenario is described as follows. A single static acoustic source emits multitone signals at 75 Hz, 100 Hz, 150 Hz, and 250 Hz at a fixed location. A short horizontal linear array comprised of
6 hydrophones that are evenly spaced at 1 m intervals is used to localize the source. The source is further assumed to be at the endfire of the array, and the array moves towards the source at a low speed of 2 m/s along a straight line at a 50 m depth. It should be noted that the multitone signal would arrive at the endfire of the array according to the above assumption. If the source is assumed to be at the other bearing, then the effective length of the array is shorter, and elements are more closely spaced. The relationship between the actual and effective array lengths and respective sensor positions is a function of the source range and it may be determined through trigonometric relationships (Tantum, Nolte, 2000). Moreover, the depth of the horizontal linear array does impact on the source localization performance attained by MFP techniques (Tolstoy, 1993; Tantum, Nolte, 2000). However, this study aims to apply MFP to a short horizontal linear array for passive source localization in shallow water. In this case, we are looking forward to having a good chance of estimating the source positional parameters in depth and range rather than only bearing, as in the previous studies. The issue of examining the effects of the array depth on the localization performance is left for future research. Hence, the above test scenario assumption is justifiable.

A range-dependent ocean environmental model representative of offshore shallow water (Porter, Tolstoy, 1994) was chosen for this study. The model consists of a water column and a seabed with a sediment layer over a semi-infinite basement. It has a sloping bottom denoted by two parameters \((D_1)\) and \((D_2)\) as shown in Fig. 1. The seabed geoacoustic parameters include the sound speed at the top \((c_{BD1})\) with respect to \((D_1)\) and bottom \((c_{200})\) of the sediment layer, the density \((\rho_1)\) and attenuation \((\alpha_1)\) in the sediment, and the constant sound speed equal to \((c_{200})\) in the basement. The sound speed profile (SSP) in the water column is described by two parameters \((c_0\) and \(c_{WD1}\)) at the ocean surface and with respect to \((D_1)\). The sound propagation is modeled based on the PE theory (Jensen et al., 2011), in which the usual approach to the problem of simulating the basement condition is to add an artificial absorption layer of several wavelengths thickness associated with a relatively large attenuation value \((\alpha_2 = 10 \text{ dB/}\lambda)\). Table 1 shows the detailed values of the ocean environmental parameters in the simulation study.

The environmental mismatch is unavoidable and is likely the most outstanding obstacle to the general experimental application of MFP techniques. At times, the output of MFP deteriorates greatly even with low levels of the mismatch, especially for high resolution MFP methods. We use different environmental parameter sets for calculating the data vector and replica vector as shown in Table 1, thus, SSP mismatch, water depth mismatch, and mismatch in the bottom parameters are all involved in our study. Additionally, the position errors of the short horizontal linear array are introduced. In reality, we usually cannot guarantee that the positions of the array can be estimated exactly every time when the replica vectors are calculated. Hence, there always exist errors of the estimated array position in range and depth, and both are assumed to follow the uniform distribution in \([-2 \text{ m}, 2 \text{ m}]\) in our study.

We next examine the ability of the proposed approach to localize the acoustic source at three selected source locations. Source A is located at a 5.7 km range and 70 m depth, source B is located at a 6 km range and 72 m depth, and source C is located at a 8.1 km range and 58 m depth, each measured from the start

---

**Fig. 1. Schematic of the ocean environment and the geometric configuration of the source and the array.**

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>(c_0) [m/s]</th>
<th>(c_{WD1}) [m/s]</th>
<th>(c_{BD1}) [m/s]</th>
<th>(c_{200}) [m/s]</th>
<th>(\alpha_1) [dB/(\lambda)]</th>
<th>(\rho_1) [g/cm(^3)]</th>
<th>(D_1) [m]</th>
<th>(D_2) [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data vector</td>
<td>1497.9</td>
<td>1478.3</td>
<td>1604</td>
<td>1798</td>
<td>0.11</td>
<td>1.65</td>
<td>101.2</td>
<td>104.6</td>
</tr>
<tr>
<td>Replica vector</td>
<td>1500</td>
<td>1480</td>
<td>1600</td>
<td>1750</td>
<td>0.35</td>
<td>1.75</td>
<td>102.5</td>
<td>102.5</td>
</tr>
</tbody>
</table>
position of the array. The estimation performance is evaluated at three SNRs, 40 dB, 10 dB, and -5 dB. The search region for localizing the source extends from 0 m to 100 m in depth (spanning the entire water column), and from 5 km to 10 km in range (as measured from the start position of the array). The corresponding search grid spacing is 50 m in range and 1 m in depth. The horizontal distance between the adjacent uniformly separated sampling positions along the straight trajectory of the array is 100 m. The geometric configuration of the source and the array is also shown in Fig. 1, using relative position relationships for the source and the array based on calculation convenience.

4. Results and discussion

This section presents the results of the proposed approach applied to passive source localization with a mobile short horizontal linear array. The data are simulated using the synthetic test scenarios discussed in Sec. 3. We intend to find out how the convergence over time of the estimated source location to the true source location, and the ocean environmental mismatch and the position errors of the array affect the localization performance in our problem. To address this question, 30 sampling positions are processed. Thus, the source localization output is updated every 50 s, the interval for the updated outputs between the first and the last sampling positions is 1450 s, and the array travels up to 2.9 km until the last localization output is updated according to the above assumption. For each updated localization output, we just use the simple "peak picker" algorithm to estimate the source location with respect to the current position of the array. The localization performance in range and depth for various source locations at different SNRs is then illustrated.

Figure 2 displays the source localization outputs for source A in the high SNR case (SNR = 40 dB). The six plots in this figure are selected from 30 localiza-

![Localization Outputs](image_url)

Fig. 2. Localization outputs for source A at SNR = 40 dB after: a) 0 s, b) 200 s, c) 450 s, d) 700 s, e) 950 s, f) 1450 s.
Table 2. Depth and range errors of the array positions used in the simulation study.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth error [m]</td>
<td>1.2</td>
<td>-0.8</td>
<td>0</td>
<td>0.8</td>
<td>1.6</td>
<td>2</td>
<td>0</td>
<td>-1.6</td>
<td>-1.6</td>
<td>-0.8</td>
<td>1.2</td>
<td>-0.8</td>
<td>1.2</td>
<td>-1.2</td>
<td>1.6</td>
</tr>
<tr>
<td>Range error [m]</td>
<td>-1.7</td>
<td>-1.8</td>
<td>0.1</td>
<td>1.1</td>
<td>1.7</td>
<td>-1.5</td>
<td>0.3</td>
<td>-0.1</td>
<td>-2</td>
<td>-0.7</td>
<td>-1.4</td>
<td>1.2</td>
<td>-0.8</td>
<td>0.1</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth error [m]</td>
<td>-0.8</td>
<td>-1.2</td>
<td>-0.8</td>
<td>0.4</td>
<td>0</td>
<td>-0.4</td>
<td>1.2</td>
<td>0.4</td>
<td>0</td>
<td>1.6</td>
<td>-0.8</td>
<td>1.2</td>
<td>1.2</td>
<td>-0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Range error [m]</td>
<td>0.4</td>
<td>-0.9</td>
<td>0.6</td>
<td>0.8</td>
<td>1</td>
<td>-0.2</td>
<td>-1.7</td>
<td>-1</td>
<td>1.7</td>
<td>-1.4</td>
<td>1.3</td>
<td>0.2</td>
<td>2</td>
<td>-1.7</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

The circles denote the true source location in these plots. Figure 2 shows that the source of interest gradually appears at the correct location and that the sidelobes are better suppressed over time even in the presence of various ocean environmental mismatches and position errors of the array. Table 2 displays the depth and range errors of the array positions at each sampling position used in our simulation. It means that the incoherent broadband MV processor exploits the information arising from the source of interest effectively at each sampling position at a high SNR and that its shortcoming of sensitivity to the ocean environmental mismatch and position errors of the array can be restrained through inter-position processing which not only increases the data snapshots but also exploits the spatial characteristics of the acoustic field due to the source of interest.

Figures 3 and 4 display the source localization outputs for source B at a SNR of 10 dB and source C in the...
Fig. 4. Localization outputs for source C at SNR = -5 dB after: a) 0 s, b) 200 s, c) 450 s, d) 700 s, e) 950 s, f) 1450 s.

Fig. 5. a) Depth and b) range estimation versus time for source A at SNR = 40 dB, c) depth and d) range estimation versus time for source B at SNR = 10 dB, and e) depth and f) range estimation versus time for source C at SNR = -5 dB.
case of the source of interest submerged in the white noise (SNR = −5 dB), respectively. Figure 3 shows that the source can also be localized at the correct location but with much higher sidelobes compared to the results shown in Fig. 2. However, Fig. 4 shows that the dynamic range displayed on the right side of each plot gets smaller over time and that it is already not easy to discriminate the source of interest from the background in the search region. It is seen that the localization performance degrades rapidly as the white noise level increases.

Figure 5 presents the source depth and range estimation versus the time for source A, B, and C at SNRs of 40 dB, 10 dB, and −5 dB, respectively. The circles denote the true source positional parameters, and the asterisks denote the estimated source positional parameters. The parameter estimation is considered to be acceptable if the absolute range error is less than 600m and the absolute depth error is less than 6m, as defined in (Tollefsen, Dosso, 2009). It is seen that satisfactory results are attained over time. However, the estimation process becomes extremely time-consuming when the source of interest is submerged in the noise, and the high sidelobes on the ambiguity surfaces usually make the estimated results unstable, as shown in Figs. 5e and 5f. In this case, the proposed localization approach is not realistic in practical situations. We need more resolution MFP methods to exploit more information arising from the source at each sampling position. The coherent broadband MFP that can offer additional gain (Debever, Kuperman, 2007) may be required.

5. Conclusions

This paper presents an approach to passive source localization using a mobile short horizontal linear array in shallow water. The proposed approach is based on high resolution MFP methods which exploit as much as possible the information arising from the source of interest at each sampling position, as well as inter-position processing for further localization performance improvement in terms of the stability in the estimation process and the robustness to the ocean environmental mismatch and the position errors of the array. The proposed approach was applied to synthetic data in a simulated environment for three source locations at different SNRs. The results show that the source positional parameters can be built up over time, as the short horizontal linear array moves at a low speed along a straight line at a constant depth.
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The paper presents an extensive review investigating the practical aspects related to the use of single-number ratings used in describing the sound insulation performance of partition wall panels and practical complications encountered in precise measurements in extensive frequency range from 50 Hz to 5 kHz. SWOT analysis of various single number ratings is described. A laboratory investigation on a double wall partition panel combination revealed the significant dependence of STC rating on transmission loss at 125 Hz attributed to 8 dB rule. An investigation conducted on devising alternative spectrums of aircraft noise, traffic noise, vehicular horn noise and elevated metro train noise as an extension to ISO 717-1 \(C_{tr}\) for ascertaining the sound insulation properties of materials exclusively towards these noise sources revealed that the single-number rating \(R_w + C_{tr}\) calculated using ISO 717-1 \(C_{tr}\) gives the minimum sound insulation, when compared with \(R_w + C_x\) calculated using the alternative spectrums of aircraft noise, traffic noise, etc., which means that material provides a higher sound insulation to the other noise sources. It is also observed that spectrum adaptation term \(C_x\) calculated using the spectrum of noise sources having high sound pressure levels in lower frequencies decreases as compared to ISO 717-1 \(C_{tr}\) owing to significant dependence of \(C_{tr}\) at lower frequencies.

**Keywords:** Sound Transmission Loss (TL), sound transmission class (STC), spectrum adaptation terms \((C, C_{tr})\), ISO 717-1, weighted sound reduction index \((R_w)\), spectrum adaptation term corresponding to noise source, \(C_x\).

1. Introduction

The harmful effects of traffic noise and annoyance caused necessitates the concept of providing better sound insulation in dwellings. Strengthening of the exterior facades of buildings is thus very essential for combating the accentuated ambient noise levels due to vehicular noise. The effective sound insulation has been thus persistently a focus of acoustical engineers towards developing sandwich configurations that provide better sound insulation and are cost effective as well. Transmission Loss (TL) is a performance of sound insulation measured in reverberation chambers. There are varied single-number ratings viz., Sound Transmission Class (STC), Weighted sound reduction index \((R_w)\), Outdoor-Indoor Transmission Class (OITC) and adaptation terms \(C, C_{tr}\) used for describing the sound insulation properties of partition wall panels used in dwellings, offices, exterior facades, etc. Sound Transmission Class (STC) is an integer rating of how well a building partition attenuates airborne sound used widely to rate interior partitions, ceilings/floors, doors, windows and exterior wall configurations. The STC value is derived from sound attenuation values tested at sixteen standard frequencies from 125 Hz to 4000 Hz. These sound transmission-loss values are plotted versus frequency and the resulting curve is compared to a standard reference contour subject to that the sum of deficiencies at all frequency cannot exceed 32 dB and TL value at any one frequency cannot be more than 8 dB below the STC contour. The STC value is defined as TL value where the STC contour intersects the 500 Hz line (ASTM E413-87, 1999). There are various other ratings used in the similar context...
viz., weighted sound reduction index, \( R_w \) and Outdoor-Indoor Transmission Class, OITC. \( R_w \) is used to facilitate the comparison of sound insulation performance of different materials in European continent. STC rating has been described in standard (ASTM E413-87, 1999) to correlate in a general way with subjective impressions of sound transmission for speech, radio, television, and similar sources of noise in offices and buildings, etc., but is inadequate for sound sources such as machinery, industrial processes, bowling alleys, power transformers, musical instruments, and transportation noises such as motor vehicles, aircraft and trains, etc. Thus, it is imperative that for sources like transportation noise, machinery noise, etc., a scientific analysis of individual frequency bands is required for characterizing the sound transmission associated with acoustical materials.

The single-number ratings are very crucial in not only describing the acoustical properties of materials but also in deciding the sound insulation regulations required in dwellings. It may be noted that although the sound insulation characteristics as a function of frequency is a true parameter to judge the sound insulation provided by any material, yet the adoption of single number ratings provide an easy guide for comparison and thus finds to be more popular particularly for manufacturers, architects and layman. The single number rating used in laboratory and field measurements are very crucial in describing the sound regulation requirements in building elements. Thus, devising the single number rating based on scientific principles and fulfilling the characteristics listed had been always a major challenge before acousticians:

- Easily understandable, well defined with no pitfalls;
- Address entire frequency range from 50 Hz to 5 kHz;
- Correlate well with subjective perception;
- Shouldn’t have high influence of any particular frequency band either low or high.

The recent studies pertaining to recommendations on a new system of single-number quantities proposed (Scholl et al., 2011; Scholl, Wittstock, 2012) viz., traffic noise sound reduction index, \( R_{\text{traffic}} \): living noise sound reduction index, \( R_{\text{living}} \) and speech sound reduction index, \( R_{\text{speech}} \) is simpler than the existing one and facilitates a clear identification and suitability w.r.t usage of single number quantities for rating the sound insulation in building and of building elements and also harmonizes airborne sound insulation using sound reduction index, \( R \) as a common descriptor.

The STC is a precise rating with well defined rules commonly used, but suffers from limitations in case of partition panels with poor low frequency sound insulation. A subjective study of Sound Transmission Class system carried out four decades ago (Clark, 1970) for rating building partitions concluded that the present STC system is overconservative in rating changes in a TL curve and that narrow coincidence type dips are not very important. The limitations in STC rating were cited in literature (Green Glue Company) by illustrating an practical example of two hypothetical poor walls with very bad low frequency performance, but one is STC 32, the other is STC 42. The 125 Hz cut-off leads to some very misleading results. Researchers have tried with various new proposals for a single number rating based on the subjective response in terms of psychoacoustics parameters. Vian et al., 1983 related the subjective ratings of sound insulation to frequency limited (125 Hz to 4 kHz) A-weighted level differences. The subjective judgments of loudness of transmitted sounds were also correlated with simple arithmetic average transmission loss over frequency (Tachibana et al., 1988). Recent research (Gover, Bradley, 2004) had shown the intelligibility of speech from meeting rooms to be well related to frequency weighted signal to noise ratio suggesting possible new wall transmission loss ratings. The two most accurate predictors of the intelligibility of transmitted speech were an arithmetic average transmission loss over the frequencies from 200 Hz to 2.5 kHz and addition of a new spectrum weighting term to \( R_w \) that included frequencies from 400 Hz to 2.5 kHz (Park et al., 2008a). An STC measure without an 8-dB rule and an \( R_w \) rating with a new spectrum adaptation term were better predictors of annoyance and loudness ratings of speech sounds (Park, Bradley, 2009). The low frequency noise annoyance has been a motivating factor in development of spectrum adaptation terms \( C \) and \( C_{\text{traffic}} \) in ISO 717-1 standard (ISO 717-1, 1996). The spectrum adaptation terms have been included to take into account the different spectra of noise sources: \( C \) and \( C_{\text{traffic}} \) (corresponding to pink noise and road traffic noise) for airborne sound insulation. The standard covers the spectrum adaptation term \( C_{\text{traffic}} \) which is to be applied when a representative urban traffic noise is assumed as the loading noise. There are various other metrics viz., acoustic insulation factor, \( R_{w_{\text{av}}} \), etc., proposed by researchers to quantify the sound insulation in terms of single number ratings. In case of a simple approach of using \( R_{w_{\text{av}}} \) (Koyasu, Tachibana, 1990) in 100–3150 Hz, the metrics has been found to be related satisfactorily to loudness effect between 63 Hz to 125 Hz and 4 kHz although this index doesn’t differentiate between high and low frequency insulation. The representative spectrum chosen for traffic noise in \( C_{\text{traffic}} \) rating has high variability associated owing to the dependence of traffic noise levels on site and situation specific, heterogeneous mix traffic with horn noise component included, vehicular density and percentage of heavy vehicles. It is envisaged that the spectrum adaptation term shall be better correlated in Indian environment if the representative traffic noise spectrum is modified strictly as per the Indian conditions.
2. Practical implications of 8 dB rule

Sound transmission loss measurements in the present work are conducted in Reverberation chambers at National Physical laboratory (Pancholy et al., 1977; Garg et al., 2011). The test specimen was mounted in an opening of 1 m² between the source and receiving room. An 100 mm thick partition consisting of two layers of 12.5 mm thick Gypsum board on either side of a 50 mm thick metal frame spaced to get an overall thickness of 100 mm with an air cavity of 50 mm was tested and found to have poor transmission loss characteristics at lower frequencies. Another modification in the same partition panel with attaching the metal partition to Gypsum board via a steel C-stud was tested and found to have better performance in range from 400 Hz to 4 kHz. The experimental results reveal that dip in transmission loss observed in the original sample at high frequencies was significantly arrested with modified C-stud combination. Although the measurement conducted in an opening size of 1 m² in present work is very less as compared to that prescribed in ISO 140-3 standard (1995), yet the relative comparison of two material configurations tested is major point of consideration here for evaluation of the single number rating.

The STC of the original sample was observed to be 34 while that for the new sample, it is calculated to be 35, which creates an ambiguity as there is an appreciable improvement in the TL characteristics as shown in Fig. 1. However, without conforming to the 8 dB rule, the STC is calculated to be 40, which is more practical considering the TL characteristics of both the configurations. The poor transmission loss at 125 Hz thus creates an ambiguity with respect to the characterizing the sound insulation characteristics of partition panels in terms of sound transmission class. It can be observed that with a modified C-stud, although the dip is significantly arrested, yet the STC value has one to one correspondence with the TL at 125 Hz. In case of partition panels having low frequency performance, the STC value has one to one correspondence with the corresponding TL at 125 Hz. The inconstancy attributed due to 8 dB rule in STC calculation is resolved in case of $R_w$ calculation, wherein for the original partition panels, $R_w$ value comes out to be 34 and for the improved configuration, it comes out to be 38.

Another experimentation performed in reverberation chamber for measuring the transmission loss of double glazed window of size 920 mm × 620 mm and aperture size 930 mm × 630 mm showed a strange behavior of STC directly dependent on the transmission loss at lower frequency as shown in Fig. 2 (Garg et al., 2011). This double glazing configuration used clear float glass of various thickness and size 832 mm × 532 mm with edges damped in window frame. It can be observed that the STC value is decreased with pronounced resonance dip observed in case of air and vacuum as compared to argon although the transmission loss curve shows similar behavior in entire frequency range. It is also observed that the STC value strongly depends upon TL at 160 Hz attributed to the 8 dB rule adopted in calculating the STC value. The above ambiguity is resolved in case of $R_w$ value, which comes to be 35 for argon, 34 for air and 33 for vacuum in the gap. The ambiguous behavior of pronounced resonance dip observed in case of vacuum is however beyond the scope of present work.

It is thus evident that STC may create an ambiguity in judgment of the sound insulative characteristics of partition wall panels having poor low frequency performance. The low frequency insulation plays a vital role as most of the noise radiated due transportation systems dominates the lower frequency region. In such cases, it is observed that weighted sound reduction coefficient tries to resolve these issues.

Fig. 2. Sound transmission loss of sandwich construction of clear float glass with Argon and vacuum in air gap (fix design).

There are numerous such practical examples particularly wherein low frequency resonances are encountered and the STC value may create confusion in the
assessment of sound insulation characteristics. This confusion has been observed to be resolved by consideration of $R_w$ rating. Figure 3 shows the sound transmission loss of sandwich gypsum drywall constructions with 90 mm wood studs at 406 mm on centre and 90 mm blown cellulose fiber insulation in cavity and incremented gypsum layers on each side (HALLIWELL et al., 1998). It can be observed from Fig. 3 that $R_w$ rating better correlates with the improvement in transmission loss properties associated with the addition of gypsum layers on each side rather than STC rating. So, the 8 dB rule followed to compensate for the poor transmission loss at some frequencies may create confusion in the overall judgement of the actual sound insulation provided by the material and also in relative comparison of sound transmission loss properties of the acoustical materials. A recent subjective survey (PARK et al., 2008b) however substantiates the usefulness of 8 dB rule and provides a different subjective perception towards music and speech wrt 8 dB rule followed. The study reveals that 8 dB rule is useful as it influences low frequency dips in the transmission loss versus frequency characteristics resulting in better prediction of subjective response to sounds with significant low frequency content such as music. The subjective response to speech sounds were observed to be better predicted without 8 dB rule.

![Fig. 3. Sound transmission loss of sandwich gypsum drywall constructions with incremented gypsum layers on each side (HALLIWELL et al., 1998).](image)

### 3. Comparison of single-number ratings

The varied single-number ratings used for describing the sound transmission loss properties of the partition wall panels have common feature of calculation except for the Outdoor Indoor Transmission Class (OITC). The 8 dB rule is skipped in the $R_w$ method which makes it more reliable and unambiguous for reporting the sound insulation in terms of a single specific number directly proportional to the amount of insulation provide by panel. The spectrum adaptation terms introduced in ISO 717-1 viz., $C$ and $C_{tr}$ value are calculated either from 100 Hz to 3150 Hz or from 50 Hz to 5 kHz. The spectrum adaptation term $C$ pertains to living activities, children playing, railway traffic, highway road traffic, jet aircrafts and factories emitting mainly medium and high frequency noise; while the spectrum adaptation term $C_{tr}$ considers urban traffic noise, railway traffic at low speeds, aircraft, propeller driven, jet aircraft, disco music, etc. (ISO 717-1, 1996). The frequency range used traditionally is 100 to 3150 Hz. For light weight buildings, it is especially important that low frequency spectrum adaptation terms down to 50 Hz are included implying a significantly improved correlation between subjective and objective evaluation (RASMUSSEN, 2010). $C_{tr}$ significantly concentrates performance outcomes on basis of results at 100 Hz to 160 Hz. The TL at 100 Hz could be often decisive for the final result owing to a high measurement uncertainty attributed to strong $C_{tr}$ emphasis on lower frequencies (SMITH et al., 2007). The spectrum adaptation terms are adversely affected for light weight constructions and a high variability of around 9 dB average for $C_{250-3150}$ is observed caused by 50 Hz adaptation term (RASMUSSEN, 2010). LANG (1997) and GOYDKE et al., (2003) also point out uncertainty value associated with $C_{tr}$ to be much higher. It is thus imperative that wide usage of the single-number rating along with spectrum adaptation terms also imply the need for calculation of associated uncertainties. WITTSTOCK (2007) investigations in this regard reveals that the calculation of the uncertainty of single number ratings from third-octave band sound insulation is possible. The recent study at PTB Germany (SCHOLL et al., 2011) shows that uncertainties are no general obstacle for including third-octave bands with centre frequencies from 50 to 80 Hz into the single-number rating. Another aspect regarding the variability of results after interchanging the source and receiving rooms was investigated by WARNOCK (2004). The investigations reveal that STC and OITC rating are largely affected by changing the test direction i.e. interchanging the source and receiving room, while $R_w$ is largely unaffected. Table 1 shows the SWOT (Strengths, Weaknesses, Opportunities and Threats) analysis of these standard matrixes with reference to their standards published and findings of various studies (SMITH et al., 2003; PATTIERSON, 2004; FITZELL, FRICKE, 2004; RASMUSSEN, RINDEL, 2010).

An investigation carried out to correlate the STC and $R_w$ rating of sound transmission loss of 25 gypsum board walls (HALLIWELL et al., 1998) leads to a very interesting conclusion on linear relationship between the two ratings. The linear relationship for exclusively gypsum partition panels is observed to be best fit as:

$$R_w = 0.8596 \times \text{STC} + 7.7962,$$

$$r^2 = 0.97,$$

(1)
Table 1. SWOT analysis of different single number ratings for sound transmission loss measurement.

<table>
<thead>
<tr>
<th>Single number ratings</th>
<th>Strengths</th>
<th>Weakness</th>
<th>Opportunities</th>
<th>Threats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sound Transmission Class (STC)</td>
<td>Simple and easy to calculate, widely used</td>
<td>8 dB rule sometimes gives misleading results, low frequency below 125 Hz not addressed</td>
<td>Widely used amongst manufacturers and architects</td>
<td>8 dB rule sometimes results in confusion especially in cases wherein low frequency resonances are encountered</td>
</tr>
<tr>
<td>Outdoor Indoor Transmission Class (OITC)</td>
<td>Suitable for walls, doors, windows; low frequency upto 80 Hz is included</td>
<td>Low frequency below 80 Hz not included</td>
<td>Used in walls, doors and windows</td>
<td></td>
</tr>
<tr>
<td>Weighted Sound Reduction Index ($R_w$)</td>
<td>Simple and easy to calculate, widely used</td>
<td>Low frequency below 100 Hz not included</td>
<td>Widely used amongst manufacturers and architects. $R_w$ in conjunction with spectrum adaptation terms is used in building regulations</td>
<td></td>
</tr>
<tr>
<td>Spectrum adaptation term, $R_w + C$</td>
<td>Spectrum adaptation term $C$ is analogous to A-weighting as it is calculated from A-weighting spectrum</td>
<td>Adversely affected for lightweight constructions and variations are large</td>
<td>Used in sound regulation requirements in some countries</td>
<td>Practical problems in measurements down to 50 Hz. $C_{50-3150}$ is highly influenced by 50 Hz spectrum adaptation term</td>
</tr>
<tr>
<td>Spectrum adaptation term, $R_w + C_{tr}$</td>
<td>It is applicable for urban road traffic, railway traffic at low speeds, aircraft propeller driven, Jet aircraft, Disco music and factories emitting mainly low and medium frequency noise</td>
<td>It is not effective in dealing with normal living noise issues and generates too much emphasis at low frequencies</td>
<td>Used in sound regulation requirements in building codes of some countries like Australia, UK, etc.</td>
<td>Practical problem in measurements down to 50 Hz. $C_{tr}$ significantly concentrates performance outcomes on result at 100 Hz to 160 Hz. Variations in measurements of 2-3 dB at lower frequencies can result a significant negative $C_{tr}$ correction value change from −5 to −12 dB.</td>
</tr>
</tbody>
</table>

A further analysis on correlating $R_w$ and $R_w + C_{tr}$ term with STC was done using the sound transmission loss data of 25 gypsum constructions (HALLIWELL et al., 1998) and 34 facade constructions (BRADLEY, BIRTA, 2000) as shown in Fig. 4.

Fig. 4. Linear correlation between $R_w + C_{tr}$ (dB) and STC rating.

4. Implications of Spectrum Adaptation terms

The spectrum used to calculate $R_w + C_{tr}$ is an average of eighteen road traffic noise spectra from Copenhagen and Gothenburg (NTACOU 061-1987) with mixed urban road traffic at 50 km/h and about 10% of heavy vehicles. So, an investigation was conducted to devise new reference spectrums for calculating the spectrum adaptation terms denoted by $C_{tr}$ as an extension to the existing ISO 717-1 $C_{tr}$ for assessing the sound insulation characteristic of materials exclusively towards different noise sources viz., road traffic, aircraft, metro trains, etc. The measurements for traffic noise spectrum were conducted on specific site with average vehicle density between 4000 to 4500 vehicles per hour and dominant horn noise component included. The difference of this spectra with that proposed in ISO 717-1 lies in the fact that considerable sound energy emanated in form of horn noise accentuates the high frequency bands (2.5 kHz to 3.15 kHz) as shown in Fig. 5. Further investigations were conducted.
to record the spectra of aircraft landing while undergoing reversed thrust at a distance of 200 m from runway, spectrum of Delhi metro trains running on elevated track and average spectra of horn noise emanated from various vehicles. The noise spectrums were recorded on Norsonic, Nor 118 sound level analyzer and further analyzed in Nor Xfer software and Nor Review software. These spectrums were then normalized such that their sum is zero in compliance with ISO 717-1 and EN 1793-3 standard (1997). The normalized spectra pertaining to highway traffic noise at 90 km/h and 10% heavy vehicles, aircraft starting and propeller aircraft was taken from the DAVY (2004) work and Nord test method. DAVY (2004) conducted an extensive investigations on evaluating the mean, standard deviation, maximum and minimum values of A-weighted sound level attenuation relative to weighted sound reduction index $R_w$ across 104 sound insulation spectra for different transportation noise spectra. Nord test method (NT ACOU 061-1987) also prescribes six representative spectrums for evaluation of adaptation term. Figure 5 shows the normalized spectrums of high density traffic with horn noise component included; highway traffic with average speed of 90 km/h and 10% heavy vehicles; metro train noise running on elevated track in Delhi and vehicular horn noise exclusively.

The aircraft starting spectrum (Fig. 6) is extracted from NT ACOU 061-1987 standard, which represents a mean value of 59 starts at Kastrup airport 500 m from runway, while the propeller aircraft spectra is evolved from the mean value of 10 different types of aircrafts starting (DAVY, 2004). It may be noted that these spectrums have been derived from the experimental observations and thus the implications of these spectra in finally evaluating the sound transmission characteristics in terms of a single number rating is a challenging issue rather than their validation. Recent studies (BURATTI et al., 2010; BURATTI, MORETTI, 2010) have confirmed the validity of the proposed revised spectrums by measuring facade sound insulation index, $D_{2m,n,T_w} + C_{tr}$ value for windows and comparing it with A-weighted level abatements. However, this aspect requires further investigations for correlating the single number descriptors with A-weighting although it devaluates the low frequency noise.

Sound transmission loss data (HALLIWELL et al., 1998) of 20 gypsum sandwich partition panels was used to evaluate the ISO 717-1 $C_{tr}$ and $C_x$ term corresponding to noise sources discussed. Table 2 shows the comparison of average value of $R_w + C_{tr}$ and $R_w + C_x$ calculated using ISO $C_{tr}$ and $C_x$ calculated using normalized spectra of other noise sources using the sound transmission loss data from 20 gypsum sandwich construction. These observations reveal that $R_w + C_{tr}$ value is minimum when calculated using the ISO $C_{tr}$ as compared to other noise sources, which implies that the same material provides a higher sound reduction to other noise sources in comparison to traffic noise. It can be inferred from Table 2 that positive deviation of $R_w + C_x$ value is observed for each of these noise sources. These investigations when extended to ascertaining the $R_w + C_{tr}$ value using the energy domain averaged spectrum (Fig. 7) of Rail denoted by Rail Diesel E and decibel domain averaged spectrum denoted by Rail diesel D (DAVY, 2004) reveal an interesting fact that spectrum adaptation term, $C_x$ calculated using the noise sources having high sound pressure level in lower frequencies decrements as compared to ISO 717-1 $C_{tr}$ owing to its significant dependence on the lower frequencies. This fact was validated from average $R_w + C_{tr}$ value calculated for 20 gypsum constructions and an average negative deviation of $-8.2$ dB and $-4.7$ dB observed for Rail Diesel E and Rail Diesel D spectra w.r.t ISO 717-1 $C_{tr}$. These investigations reveal that for noise sources having high sound pressure level in lower frequencies, the $R_w + C_{tr}$ value is least and even lesser that $R_w + C_{tr}$ of ISO 717-1. The minimum value of $R_w + C_x$ observed for noise sources dominated by high sound pressure levels in low frequency bands in a way justifies its subjective correlation as low frequency noise is perceived as a source of annoyance (RINDEL,
The recommendation included in annex in ISO 140-3 (1995) to increase the distance between microphone position and room boundaries and sampling of sound field, increasing the number of loudspeaker positions, the averaging time and use of absorbing materials to decrease the reverberation time still becomes inadequate to enhance the reproducibility of results below 100 Hz (Bravo, Elliott, 2004; Roland, 1995; Pedersen et al., 2000). If room volume differs by about 40%, the predicted sound insulation could differ by at least 3 dB (Maluski, Gibbs, 2000). Some studies (Bravo, Elliott, 2004) have tried to investigate about reducing the effect of source room on measured sound reduction index at low frequencies by using a number of suitable driven loudspeakers close to the panel to stimulate a diffuse incident field. The low frequency diffusion is a cumbersome task achieved by scientifically selecting the volume, surface area of reverberation chamber and enhancing the state of diffusion for reducing the spatial variance in the value of sound pressure level and reverberation time observed at various positions in the room. The volume of the reverberation chamber at Acoustics and Vibration Standard of National Physical Laboratory is 260 m$^3$ with dimensions 6 x 6.5 x 7 m. The walls, floor and ceilings are non parallel, the average inclination between walls being 6° and between floor and ceiling 2° to 3° (Pancholy et al., 1977). Additional diffusing plates have been suspended from ceiling oriented at random to ensure better diffusion. The extent of diffusion can be judged by uniformity of reverberation time within the volume of room, linearity of sound decay at different points in the room and uniformity of sound intensity distribution within the room. The distribution within the room of sound level of filtered band of white noise is within ±0.5 dB at high frequencies and within ±1 dB at low frequencies. The standard deviation of correlation coefficient $(\sin kr/kr)$ was measured to be within

### Table 2: Comparison of $R_w + C_t$ value calculated using ISO 717-1 $C_{tr}$ spectrum and $R_w + C_x$ calculated using normalized spectra of various other noise sources.

<table>
<thead>
<tr>
<th>ISO 717-1 $C_{tr}$</th>
<th>Horn Noise</th>
<th>Aircraft landing “Reversed thrust”</th>
<th>Traffic noise</th>
<th>Highway Traffic Noise</th>
<th>Elevated Metro Train Noise</th>
<th>Aircraft starting spectrum (Nord)</th>
<th>Propeller Aircraft (Nord)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{tr} &amp; C_x$ [dB]</td>
<td>$C_{tr}$</td>
<td>$C_{Horn}$</td>
<td>$C_{Aircraft}$</td>
<td>$C_{Traffic}$</td>
<td>$C_{Highway traffic}$</td>
<td>$C_{Metro train}$</td>
<td>$C_{Aircraft}$</td>
</tr>
<tr>
<td></td>
<td>-16.2</td>
<td>1.0</td>
<td>-12.1</td>
<td>-15.5</td>
<td>-8.2</td>
<td>-13.4</td>
<td>-12.3</td>
</tr>
<tr>
<td>$R_w + C_{tr}$ &amp; $R_w + C_x$</td>
<td>$R_w + C_{tr}$</td>
<td>$R_w + C_{Horn}$</td>
<td>$R_w + C_{Aircraft}$</td>
<td>$R_w + C_{Traffic}$</td>
<td>$R_w + C_{Highway traffic}$</td>
<td>$R_w + C_{Metro train}$</td>
<td>$R_w + C_{Aircraft}$</td>
</tr>
<tr>
<td>[dB]</td>
<td>32.2</td>
<td>49.4</td>
<td>36.3</td>
<td>32.9</td>
<td>40.2</td>
<td>35.0</td>
<td>36.1</td>
</tr>
<tr>
<td>Difference w.r.t to ISO 717-1 $C_{tr}$ [dB]</td>
<td>0.0</td>
<td>+17.2</td>
<td>+4.1</td>
<td>+0.7</td>
<td>+7.9</td>
<td>+2.8</td>
<td>+3.9</td>
</tr>
</tbody>
</table>

Fig. 7. Normalized spectrums for ascertaining sound insulation performance towards Rail Diesel spectrums (Davy, 2004).

### 5. Low frequency diffusion issue

The low frequency sound insulation is not only affected by the properties of test wall but also by geometry and dimensions of room-wall-room system (Osipov et al., 1997). The diffuse field assumption is only valid in medium and high frequency ranges, as the sound field at low frequencies is dominated by few normal modes in reverberation chamber (Schroeder, 1996). The recommendation included in annex in ISO 140-
±0.06 (Pancholy et al., 1977; Balachandran, 1959) in frequency range 125–140 Hz. The cross-correlation coefficient for sound pressure at any two points in a room is a means of determining the degree of randomness of sound field with an assumption that in a diffuse field the excitation of two microphones are independent of each other, as soon as certain distance is exceeded, correlation function becomes zero (Cook et al, 1955). A diffuse field can be established in a rectangular room if there is at least 20–30 modes in the measurement bandwidth (Nélisse, Nicolas, 1997), and there is at least one mode per Hz. In the present case, the number of normal modes $\Delta N$ has the value 21 for $f = 100$ Hz and $\Delta f = 13$ Hz (1/6 octave bandwidth). The Schroeder frequency which denotes the boundary between reverberant room behavior above and discrete room modes is calculated as (Schroeder, 1962; 1996).

$$f_s \approx 3 \sqrt{\frac{\alpha c^3}{4\pi \eta V}},$$

where $\alpha$ is the model overlap. Schroeder has proposed a model overlap $\alpha = 3$. For a damping of $\eta = 5 \times 10^{-3}$ (Nélisse, Nicolas, 1997), the $f_s$ is calculated to be 192 Hz in present case. The above formulation reveals that for achieving a $f_s$ value of 50 Hz, the volume of the room should be of the order 15,000 m$^3$ which is practically impossible. The diffusion of the room increases when the room dimensions are carefully chosen to separate room modes and equalize the frequency response of the room. However, the use of larger reverberation room is restricted by a limit determined by the maximum usable frequency with increasing volume attributed to the increase in dissipation of sound energy during transit between reflections (Principles and Application of Room Acoustics, 1982, p. 327). Thus, it can be inferred that measurements down to 50 Hz requires a systematic approach with optimization of the room dimensions as well as augmenting the state of diffuse field by use of rotator diffusers (ISO 3741, 2010). The inclusion of spectrum adaptation terms in range 50 Hz to 3150 Hz in building sound regulations is an effective measure to resolve this issue and avoid practical complications while testing the laboratory or field transmission loss properties of partition panels.

6. Conclusions

The present work shows a case study of the limitations associated with use of 8 dB rule in calculation of the STC value. The work also points out the practical limitations associated with the measurement environment for precision measurements down to 50 Hz and use of the adaptation terms in extended frequency range of 50 Hz to 5 kHz. Although the performance of the test specimen to pink noise and traffic is exclusively ascertained in $(C, C_{tr})$ matrix, yet there has to be a trade-off in selecting the reverberation chamber volume for catering to larger wavelengths at low frequencies and energy dissipation at higher frequencies. The present work also discusses the suitability of different representative normalized spectrum for ascertaining the sound insulation performance towards aircraft and traffic noise exclusively. It is known that all different kinds of traffic noise have a different spectral content which will further vary with percentage of heavy vehicles particularly for road traffic noise. Thus it is essentially required to devise a general shape curve for derivation of a single number rating representative of all other sources. The normalized spectra for traffic noise including horn noise component shown in fig 5 can serve as substitute for ISO 717-1 $C_{tr}$ for adjudging the sound insulation properties of material towards road traffic noise in Indian context. The investigations conducted in this paper justifies the use of ISO 717-1 $C_{tr}$ term for adjudging the sound insulation property of material as it represents the minimum sound insulation that a material will provide when exposed to all kinds of traffic noise viz., air traffic, road noise, railway noise, etc. Besides it facilitates a harmonization in the description of a single-number rating for sound insulation properties of acoustical materials rather than following a country specific spectrum adaptation term $C_x$ so as to avoid any confusion or ambiguity amongst manufacturers and users. The adoption of single number ratings including the spectrum adaptation terms in sound regulation requirements in building elements in Europe necessitates the similar principles and methodology to be followed in Indian perspectives also for harmonization of the sound descriptors for global perspectives and tackling the adverse effects of noise pollution.
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This paper presents a solution that utilises ultrasonic technology to allow monitoring snow layer thickness or water level based on measurement from air. It describes the principle of operation of a measurement device using three methods of compensating for changing external factors affecting appliance’s precision. Block diagram of the device is also provided. In order to verify the proposed solutions, the research team tested the device in laboratory and operating conditions. The results obtained this way make it possible to select a configuration of device operation depending on the required measurement precision and limitations associated with installing the system for actual operation.

Keywords: ultrasonic methods, snow layer, monitoring of environmental risk.

1. Introduction

Ultrasonic technology has many practical applications in science and technology. It can, for instance, be used for monitoring precipitation amounts (e.g. rain, snow). Measuring snow layer thickness is especially important as excessive load can compromise the structural integrity of e.g. flat roofs. Water level measurements are associated with assessing flood hazards. Among many methods that can be used to perform such measurements, those utilising ultrasonic transducers operating in air environment are especially interesting. They are based on the phenomenon of reflection of ultrasonic waves from the air-snow surface or air-water surface boundary. If the ultrasonic wave travel time along transducer-impedance discontinuity path is measured, it is possible to determine the changes in snow or water level.

2. Physical parameters of snow and ice

Solid and liquid precipitation forms at altitudes at which water vapour becomes saturated. Crystal nuclei are formed around freezing nuclei. This results in the formation of water layer with droplets or snowflakes if sublimation or coagulation processes are involved. After the snowflakes fall, they become snow cover the specific properties of which depend on internal and external factors (mostly temperature and humidity, cf. Gudra, 2005). The character of snow cover changes continuously as a result of physical processes occurring both inside and on its surface. Density is the most important snow parameter for risk assessment. Actual automatic monitoring of snow density is very difficult. It is, however, possible to measure snow layer depth using the ultrasonic method. Acoustic impedance of snow is related to snow density which means that it is possible to determine the latter parameter based on reflection coefficient measurement at air-snow layer surface boundary.

Ice is formed in the process of water freezing; water has maximum density at 4°C and further cooling results in decreasing density. During freezing, the density of water decreases by about 10%. As in the case of snow cover, there are various types of ice. Its density, however, is similar in all cases.

Snow cover measurements which are a part of standard meteorological observation, are performed everyday by weather stations. Automation of measurement of snow layer parameters with the use of ultr-
sound allows more detailed and frequent observations of changes which can help assess risks in advance.

Non-contact monitoring of water level in rivers and water basins can be performed in a similar fashion as in the case of snow layer depth measurement.

3. Methods of compensating for parameters affecting measurement precision

In order to perform precise measurement of snow layer thickness or water level for the purposes of monitoring changes occurring in time, it is necessary to compensate for external factors affecting value \( c \) – velocity of sound propagation in a given medium (temperature, humidity, pressure, wind, etc.). Depending on the required measurement precision, it is possible to use three methods of compensation (Gudra et al., 2011):

- temperature compensation (Canali et al., 1982);
- parametric compensation with the use of a reflector (Chande et al., 1984);
- parametric compensation with the use of two measurement probes.

Figure 1 shows measurement principles with one of the above mentioned compensation methods utilised.

In the system with temperature compensation, the device measures \( t_1 \) – ultrasonic wave travel time from the measurement probe G to the measured surface and back, as well as ambient temperature \( T_c \). Snow layer depth \( W_s \) can then be determined using the following formula:

\[
W_s = L - \frac{t_1 \cdot c}{2},
\]

where \( L \) is the reference distance (no snow layer) and \( c \) is the sound velocity equal to \( c = 331.5(1 + T_c/273.15)^{1/2} \text{ m/s}. \)

In the system with a reflector, the device measures \( t_1 \) – the ultrasonic wave travel time from probe G to the reflector and back and \( t_2 \) – the ultrasonic wave travel time from probe G to the measured surface and back. Snow layer depth \( W_s \) can then be determined using the following formula:

\[
W_s = L - L_w \frac{t_2}{t_1},
\]

where \( L \) is the reference distance (no snow/ice layer) and \( L_w \) is the distance of the measurement probe from the reflector.

In the system with two measurement probes, the probes are located at a different altitude in relation to the measured surface (assuming uniform snow surface below the probes) and the distance between the probes is known and is \( d \). The device measures two times of flight: \( t_1 \) – the ultrasonic wave travel time from probe \( G_1 \) to the measured surface and back and \( t_2 \) – the ultrasonic wave travel time from probe \( G_2 \) to the measured surface and back. Snow layer depth is determined using the following formula:

\[
W_s = L - d \frac{t_2}{t_2 - t_1},
\]

where \( L \) is the reference distance (no snow/ice layer) measured for probe \( G_2 \).

Figure 2 shows block diagram of the measurement device for all compensation methods. According to the measurement principles presented in Fig. 1, temperature measurement is not required in systems with parametric compensation and only one probe is sufficient in systems with a reflector.

Figure 2b shows the structure of a measurement ultrasonic probe. The probe consists of a piezoelectric ultrasonic transducer intended to work in air environment at the frequency of \( f = 50 \text{ kHz} \) (ATK 50, Airmar, USA) and all the electronic systems necessary for the measurement device operation (Banasiak et al., 2009; Bednarek et al., 2010). A parabolic acoustic horn is used to guarantee a required ultrasonic beam shape (width at \(-3 \text{ dB} \) below \( 20^\circ \)). Theoretical measurement range of snow layer thickness is 10 m.
4. Measurements

The developed measurement device was tested in various operating configurations and measurement conditions (also during snow precipitation). All the measurements were intended to check whether the device operates properly and the obtained results are consistent as well as to determine uncertainty of distance measurement (snow layer depth measurement). Table 1 shows the results of analysis of the measuring inaccuracy for individual measurement methods.

Using the exact differential method to analyse measurement inaccuracy shows that total measurement uncertainty includes components related to device configuration and direct error components related to the actual measurement. The values related to measuring instrument configuration are a result of measurement geometry; their effect can be minimised through calibration.

As the device is intended to work in harsh conditions (low temperatures, humidity, icing), it had to be properly tested. Initial measurements were performed...

<table>
<thead>
<tr>
<th>Snow layer</th>
<th>Single-probe measurement</th>
<th>Two-probe measurement</th>
<th>Single-probe measurement with a reflector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W_s = L - \frac{2 \cdot c}{t}$</td>
<td>$W_s = L - d \frac{t_1}{t_2 - t_1}$</td>
<td>$W_s = L - L_w \frac{t_2}{t_1}$</td>
</tr>
<tr>
<td>Measurement inaccuracy</td>
<td>$\Delta W_s = \Delta L + \frac{2 \cdot c}{t^2} \Delta t$</td>
<td>$\Delta W_s = \Delta L + \frac{t_1}{t_2 - t_1} \Delta d + \frac{d}{(t_2 - t_1)^2} \Delta t_1$ + $\Delta W_s = \Delta L + \frac{t_2}{t_1} \Delta L_w + \frac{L_w}{t_1} \Delta t_2$</td>
<td>$\Delta W_s = \Delta L + \frac{t_2}{t_1} \Delta L_w + \frac{L_w}{t_1} \Delta t_2$</td>
</tr>
</tbody>
</table>

Table 1. Analytical relations for snow layer thickness and measurement uncertainty with various measurement methods.
on the roof of building C-5 of the Wroclaw University of Technology where the measurement instrument was mounted. A view of the appliance is shown in Fig. 3a. With the presented configuration it is possible to study the effect of weather conditions on the operation of the device for methods I and II. During the measurements, the team observed result consistency and studied the effect a given compensation method has on result spread. As there was no snow, the device was tested in the above described study arrangement using mineral wool with appropriate parameters to simulate snow (Iwase et al., 2001).

According to recommendations related to snow layer measurements presented by Ryan et al. (2007), such a measurement should be performed periodically with a 5 minute interval. To test result repeatability, the distance was measured 4 times for each channel. This allowed the team to discard measured values with gross error and average the results.

Measurements in operating conditions were performed in Czarna Góra ski resort. Device mount is shown in Fig. 3b.

5. Measurement results

Measurements performed at the measurement position provided results that can be further analysed. As the device is characterised by fractional result inconsistency which is manifested as drastic result differences inside a single measurement series, the team used a simple calibration algorithm that made it possible to discard such results. In the algorithm, a certain level of calibration is assumed for a given channel (base level with no snow), and then the measured values are compared to previous results in accordance with the following relation:

\[
    x_n = \begin{cases} 
    x_n & \text{for } x_n \geq k \cdot x_{n-1}, \\
    x_{n-1} & \text{for } x_n < k \cdot x_{n-1}, 
    \end{cases}
\]  

(4)

where \( k \) is a coefficient from 0–1 range that discriminates dynamic properties of measurement result changes (snow cover increase). Values of \( k \) close to one describe a situation in which even very small changes in the measurement interval will be discarded by principle as an error result. It is important to note that this policy is justified because snow cover is not likely to change significantly between 5 minute intervals. Initial device tests included laboratory measurements the purpose of which was to determine device precision and result repeatability. Examples of laboratory measurement results were presented as time series diagrams and bar charts shown in Fig. 4 and Fig. 5.

Figure 6 shows the result of a measurement in configuration III which can also be treated as two independent measurement results in configuration I. The measurement was performed outdoors without temperature compensation, as it is clearly visible in the chart. If temperature compensation is applied according to relation dependence (1), it is possible to achieve the result visible in Fig. 7. Analysis of the chart suggests that distance measurement results are not correlated with temperature, which in turn decreases the mean value spread. It can however be observed that both histories are to some extent correlated as a result of environmental conditions other than tempera-
Fig. 4. Device laboratory tests – results for distance measurement in configuration III with temperature compensation. Parametric measurement calculated for distance $d = 0.888$ m.

Fig. 5. Device laboratory tests – histograms of measurement results in configuration III with temperature compensation. Parametric measurement calculated for distance $d = 0.888$ m.
Fig. 6. Distance measurement using two probes without temperature compensation.

Fig. 7. Distance measurement using two probes with temperature compensation.
Fig. 8. Measured distance values for a measurement with parametric compensation and the use of a reflector.

Fig. 9. Histograms for a parametric measurement with the use of a reflector and simulated snow layer.
Fig. 10. Parametric measurement of snow layer (configuration III) in actual operating conditions. The lower figure shows snow cover thickness.

The effect of humidity and pressure can be corrected using parametric compensation. Figures 8 and 9 show measured distances and their corresponding histograms (visualising spread of mean value obtained from measurement results) for a measurement with parametric compensation and the use of a reflector (copper rod with the diameter of $D = 5$ mm was used as the reflector). The parametric measurement histogram is the most compact which should be interpreted as an evidence of low measurement uncertainty. Figure 10 shows an example parametric measurement of snow layer in configuration III in actual operating conditions.

Currently, the measurement device’s accuracy is being verified in extreme conditions during 34th Polar Scientific Expedition to Spitsbergen organised by the Department of Polar Research of the Institute of Geophysics of the Polish Academy of Sciences in Warsaw. The snow layer thickness measuring instrument operates only in sub-zero temperature conditions. Harsh weather conditions (low temperature, wind) make it possible to verify the selected measurement methods.

Figure 11 shows the measurement instrument mounted on a mast near the Polish Polar Station and operated with temperature compensation.

Fig. 11. Ultrasonic instrument measuring snow layer thickness mounted on a meteo mast during research on Spitsbergen.
Figure 12 shows distance measurement results (related to snow layer thickness) in a system with temperature compensation, and Fig. 13 shows measurement results separately for snow layer thickness and temperature without temperature compensation (no precipitation).

The presented relations clearly show that temperature alteration results in distance measurement errors. The characteristics of the histories of both values (distance and temperature) are very similar. It is not possible to obtain a valid distance measurement without compensating for temperature changes. Resolution of measurement in the laboratory condition is 0.2%, whereas resolution in outdoor condition is approximately 1%. The uncertainty of thickness measurement is comparable with other commercial devices using temperature compensation (e.g. SR 50, USH). By applying methods with parametric compensation with the use of a reflector or two measurement probes, the measurement uncertainty is reduced.
6. Prospects for using signal reflected from a snow layer for assessment of the density of various snow types

Figure 14 shows the dependence of pressure coefficient of reflection from snow surface for the studied snow density values presented in Table 2. It is easy to notice that the coefficient value increases linearly with increasing snow density. In order to visualise the linearity better, a trend line was added to the chart. Minor deviations of the obtained results in relation to the trend line can be caused by measurement errors. They are unavoidable in case of snow – a very unstable medium.

Table 2. Coefficient of reflection of the surface of snow with various density values (Gudra, Najwer, 2011).

<table>
<thead>
<tr>
<th>Snow density [kg/m³]</th>
<th>Pressure reflection coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>20.30%</td>
</tr>
<tr>
<td>124</td>
<td>20.60%</td>
</tr>
<tr>
<td>132</td>
<td>22.19%</td>
</tr>
<tr>
<td>170</td>
<td>25.77%</td>
</tr>
<tr>
<td>232</td>
<td>31.58%</td>
</tr>
<tr>
<td>325</td>
<td>37.24%</td>
</tr>
<tr>
<td>495</td>
<td>53.29%</td>
</tr>
<tr>
<td>591</td>
<td>63.19%</td>
</tr>
<tr>
<td>696</td>
<td>70.24%</td>
</tr>
</tbody>
</table>

Detailed analysis of the direction of trend line increase shows that for 1000 kg/m³ density (which is close to water density at 4°C), the value of the pressure reflection coefficient would be 97%. Theoretical pressure reflection coefficient \( R' \) on the boundary between two media is described by the following relation:

\[
R' = \frac{1 - m}{1 + m},
\]

where \( m = (\rho_1 c_1) / (\rho_2 c_2) \) is the ratio of acoustic impedances of the two media, air and snow.

Acoustic impedance of air is \( 429 \) kg/(m²s), of water – \( 1.48 \times 10^6 \) kg/(m²s) (Szczeniowski, 1967). The value of the theoretical pressure reflection coefficient calculated with formula (5) is 99.94%. Comparison of the obtained values suggests that the measurement results are biased with little error. Precise measurements of reflection coefficient can be used to assess the density of various snow types (Gudra, Najwer, 2011).

7. Conclusions

The developed device can operate in three different modes, depending on required precision and mounting conditions. It should be noted that the results were obtained for a prototypical set of devices which can be further optimised. The choice of interface for the device includes RS-422 with MODBUS/ASCII protocol or standard RS-232 port operating in ASCII mode. It is also possible to use more sophisticated methods of result interpretation in order to reduce measurement uncertainty. Such calculations can be performed by a sensor network control centre.

The developed measurement device can almost immediately be used for measuring distances in air (e.g. to measure water level in rivers and other water basins).
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Abstracts

Applications of precision measurements of electrical conductivity of the solutions

Bald A.

Modern, precise studies of electrical conductivity of electrolyte solutions are one of the main tools of research in physical chemistry of electrolyte solutions. These studies allows to get in a fairly simple way the values of molar limiting conductance, values of association (dissociation) constant as well as the values of the distance parameters of ions. After using a appropriate methods can also determine the values of ion limiting molar conductance. Values of limiting molar conductance are used mainly to describe the interactions of ions with solvent. These values of limiting molar conductance are also important from the application point of view. Extremely important is the role of conductivity research to determining of equilibrium constants of different types. Examples of applications of modern conductivity measurements to solve various problems and determining the value of various physicochemical parameters has been presented. It also discusses the difficulties associated with the interpretation of some of the results of conductivity measurements.

* * *

Some remarks on the experimental aspects of determining apparent and partial molar volumes

Bald A., Klimaszewski K., Trzcińska I.

Apparent and partial molar volumes are the fundamental properties describing solute and its interaction with the solvent. For the determination of these parameters density measurements are used most frequently. However, studies of density of solutions must meet the relevant standards related to the methodology used for research and measurement apparatus. Otherwise, the partial molar volume values can not be determined or these values are unreliable. Specific examples are shown to present difficulties in determining the value of the apparent and partial molar volume and ways to overcome these obstacles and also, what are the restrictions on the use of density measurement. Mainly electrolyte solutions were discussed as creating more research problems.

* * *

Forced pendulum as a low frequency mechanical spectroscopy to probe physical phenomena in semi-crystalline polymers

Boyer S. A. E., Riviere A.

Originally, a sub-resonant forced pendulum suspension is proposed to probe reliable source of information related
to relaxation processes in semi-crystalline polymer materials. The forced pendulum is a prototype permitting accurate damping measurements for a wide frequency scale 10^{-4}-50 Hz under 298–873 K [Woirgard, Mazot, Rivière, J. Phys., 42 C5 (1981)]. Mechanical loss measurements are carried out as a function of vibration frequency at fixed temperatures.

Internal friction and shear-modulus are obtained from frequency characteristics, as illustrated with the position of the maxima of mechanical loses for the alpha relaxation processes in a polyamide 11.

* * *

Ultrasound research on DHP

BRÓZYNA A., KACZMAREK-KLINOWSKA M., SKUMIEL A.

Cyclodextrin molecule can form an inclusion complex with a guest molecule. For our study water and ethyl alcohol solutions of nimodipine (derivative of 1,4-dihydropyridine) and methyl-β-cyclodextrin were prepared. Solutions with different guest and cyclodextrin ratio were fixed in both environments. Measurement of velocity (using the resonance method at the frequency of 8 MHz), thermal capacity and density of the samples were conducted. Finally the redundant functions of the molar volume and adiabatic compressibility were calculated. Based on the results of the research the existence of inclusion complex between nimodipine and methyl-β-cyclodextrin molecules can be determined.

* * *

Thermodynamics of dihaloalkanes at high pressures

CHORĄŻEWSKI M., GROLIER J.-P.

The knowledge of the thermophysical properties of liquid halogenoalkanes is of high interest on account of their wide usage in science and industrial processes. High temperature – high pressure properties are directly applicable to the designing of chemical processes as well as for the progress of thermodynamic theories. pVT behavior will be useful later in analyzing the effect of pressure on a number of physical and thermal properties, on chemical equilibrium, and to some extent on chemical reaction kinetics.

* * *

1-alkoxymethylimidazolium salicylates: correlation between ionic structure and physicochemical properties

CZECH B., FEDER-KUBIS J., ŻOREBSKI M., CHORĄŻEWSKI M., DZIAŁ M., GEPPERT-RYBCZYŃSKA M., HENSEL-BIELÓWKA S., ŻOREBSKI E., ŻARSKA M.

A new family of ionic liquids, composed of salicylate anion and 1-alkoxymethylimidazole cation, were synthesized and characterized. The acoustic, volumetric, calorimetric and refractometric investigation for this salts was performed. The properties under study are sensitive to the structure of the cation. The sound velocity, density and refractive index decreases linearly with increasing alkoxy chain length substituted in imidazole ring whereas molar heat capacity is changing in opposite way. Elongation of alkoxy chain leads to an expansion of the nonpolar region what influences the interactions and consequently the basic physicochemical properties.

* * *

Photopyroelectric Calorimetry of Magnetic Nanofluids. Effect of Type of Surfactant and Magnetic Field

DADARLAT D., LONGUEMAR S., TURCU R., STREZA M., VEKAS L., SAHRAOUI A. H.

Five types of magnetic nanofluids, based on FeO₄ nanoparticles with water as carrier liquid, were investigated by using the two PPE detection configurations (back and front), together with the TWRC technique as scanning procedure. The difference between the nanofluids was the type of surfactant: double layers of Lauric (LA-LA), Oleic (OA-OA) and Mirtistic (MA-MA) acids and also double layers of Lauric-Miristic (LA-MA) and Palmitic-Oleic (PA-PA) fatty acids were used. In both detection configurations, the information was contained in the phase of the PPE signal. In the BPPE configuration, the thermal diffusivity of the nanofluids was obtained from the slope of the phase of the signal as a function of liquid’s thickness. In the FPPE configuration the thermal effusivity was directly measured. The influence of a 0.12 kG magnetic field on the thermal effusivity and diffusivity was also investigated. Due to different surfactants the value of the thermal effusivity of the investigated nanofluids ranges from 1530 Ws^{1/2}m^{-2}K^{-1} to 1790 Ws^{1/2}m^{-2}K^{-1}, and the value of thermal diffusivity, from 14.54×10^{-8} m^2/s to 14.79×10^{-8} m^2/s. The magnetic field has practically no influence on the thermal effusivity, and produces a maximum increase of the value of the thermal diffusivity (LA-LA surfactant) of about 4%.

* * *

A New Photothermal Calorimetry: the Photothermoelectric (PTE) Technique

DADARLAT D., STREZA M., KURIAKOSE M., DEPRIESTER M., SAHRAOUI A. H.

The recently introduced photothermoelectric (PTE) effect is proposed as an alternative for measuring dynamic thermal parameters of solid samples. The front PTE configuration, together with the thermal-wave resonator cavity (TWRC) method as scanning procedure, was used to measure the value of thermal effusivity. The back PTE configuration, together with the chopping frequency of incident radiation as scanning parameter, leads to the direct measurement of thermal diffusivity. The theory of the two detection configurations was developed and applications on some solids, covering a large range of typical values of thermal parameters (aluminum, glass, tellon, polyethylene, LiTaO₃), were described, in order to demonstrate the suitability of the method. Some comparison with the photopyroelectric (PPE) method has been done.

* * *

Impact of infrasound noise emitted by wind turbines for human

DOBROCKI A., BOGUSZ B.

The state of knowledge concerning wind turbine noise in infrasound and low-frequency range as well as its in-
fluence into humans are presented in the paper. The infrasound is defined as noise in frequency range below 16 Hz. Low-frequency noise is defined by various authors or standards as the noise with frequency range above 16 Hz but lower than 100, 160 or 200 Hz. Both kinds of noise are produced aerodynamically by rotating wind turbine blades. This noise should be measured in 1/3-octave frequency bands or with using frequency weighting curve G. Infrasound influences the auditory system, internal organs, respiratory system, nervous system and coronary vascular of humans. High levels of infrasound can be perceived by auditory system. Typical values of G-level are equal to 60–70 dB at the distance 300–600 m from wind turbines. The permitted values of infrasound levels are 102 dBG at workplaces and 86 dBG for conceptual works requiring special attention span. This means that the wind turbines are not oppressive sources of infrasound noise.

** * * * 

Hydration of Na\(^+\) and K\(^+\) with hydrogen maleate and hydrogen carbonate. Car-Parrinello Molecular Dynamics vs. Speed of Sound Experiment

DOPIERALSKI P., BURAKOWSKI A., GLIŃSKI J., LATAJKA Z.

Ion hydration plays an important role in many chemical processes as an thus significant number of work have been done concerning this phenomena. The importance of metal ions, commonly found in nature, and their numerous applications in the field of chemistry is undeniable, as well as their role in the life processes.

In this work we study the hydration of Na\(^+\) and K\(^+\) cations alone and with hydrogen maleate and hydrogen carbonate anions by means of Car-Parrinello Molecular Dynamics simulations. The influence of hydrogen maleate or hydrogen carbonate ion on hydration numbers of Na\(^+\) and K\(^+\) will be discussed as well as the opposite effect. Obtained from theoretical investigations hydration numbers will be compared with experimental data from speed of sound measurements.

** * * * 

Pulse photothermoacoustics of small-volume liquid probes

EGEREV S.

Laser sound generation in small-volume liquid probes is considered under the conditions of small laser fluence thus giving rise to the linear thermoacoustic conversion. The results obtained are of great demand by analytical chemistry. The outgoing acoustic signal has some peculiarities if the probe layer has thickness within 10–450 μm. With a laser pulse width of about 20 ns the absorbing probe layer exhibits acoustically thin or acoustically thick properties. This depends on a specific task. Physics of the photoacoustic conversion in the small-volume probes is revealed for both acoustically thin and acoustically thick cases under the general conditions of thermally and optically thin probes. We developed an optoacoustic measurement cell of a layered-prism (LP) optimized type. Using this LP cell we provided precise concentration measurements for a model system.

** * * * 

Ultrasonic absorption spectra of paramagnetic 1-alkyl-3-methylimidazolium ionic liquids: [EMIm]\([\text{Co(NCS)}_4]\) and [BMIm]\([\text{Co(NCS)}_4]\)

GEPFERT-RYBCZYŃSKA M., DZIA M., ZOREJSKI E., ZOREJSKI M., CHORĄŻEWSKI M., ZARSKA M., CZECH B., HEINTZ A., PEPPEL T., KÖCKERLING M.

The ultrasonic absorption measurements were performed in two paramagnetic 1-alkyl-3-methylimidazolium ionic liquids, i.e., [EMIm]\([\text{Co(NCS)}_4]\) and [BMIm]\([\text{Co(NCS)}_4]\) within the frequency range from 10 to 300 MHz at the temperatures 293.15 and 298.15 K and at atmospheric pressure. The measurements were made by the use of the measuring set operates on the standard pulse technique with a variable path length. The dependence of the quotient \(\alpha \cdot f^{-2}\) on frequency changes strongly with temperature. It appears also that within the investigated frequency range the quotient \(\alpha \cdot f^{-2}\) is clearly dependent on frequency as early as above 10 MHz both in the case of [EMIm]\([\text{Co(NCS)}_4]\) and [BMIm]\([\text{Co(NCS)}_4]\). Thus, in both cases the dispersion characteristics \(\alpha \cdot f^{-2}\) at lower frequencies and \(\alpha < \alpha_{sl}\) at higher frequencies, and that the frequency for which \(\alpha = \alpha_{sl}\) decreases with the increasing temperature. Most probably this kind of behaviour would result from a relaxation mechanism of the viscous type. Similar behaviour has been reported previously for 1-dodecanol and castor oil.

** * * * 

Acoustic properties of magnetosomes

JÓZEFCZAK A., HASHIM A., MOLCAN M., HORNOWSKI T., SKUMIEL A., KOPOCZÁNSKY P., TMIKO M.

The objective of the work is to study the biological magnetic nanoparticles (magnetosomes) as a product of the biomineralization process of magnetotactic bacteria Magnetospirillum sp.AMB-1. This paper presents an ultrasound method based on the measurements of compression wave velocities and determination of the phase velocity of a wave. The obtained data allow the determination of the mechanical characteristics of the suspension. The study of elastic properties shows, that bulk modulus of a bacterial magnetosomes suspension increased with the increase of temperature like in chemically synthesized magnetite nanoparticles suspension.

This work was supported by a Polish National Science Centre grant, no DEC-2011/03/B/ST7/00194 and by Slovak Academy of Sciences, in the framework of Centre of Excellence NANOFLOW, projects VEGA No. 2/0043/2012, APVV 0171-10 and Ministry of Education
Agency for structural funds of EU in frame of projects Nos. 26220220061 and 26220120033.

**Non-Critical Fluctuations of Liquids – Cinderella of Ultrasonic Spectroscopy?**

**KAATZE U.**

In basic research ultrasonic broadband spectroscopy of liquids is mainly focused on chemical relaxations and critical fluctuations in local concentrations. Chemical relaxations follow Debye-type relaxation behaviour. In contrast, near a critical demixing point binary and ternary liquid mixtures display spectra with broad distribution of relaxation times. In applications small-band spectra related to the scattering of ultrasonic waves from suspensions and emulsions are often used.

In this paper attention is directed to a less popular field in the broadband ultrasonic spectroscopy of liquids. Many liquid systems reveal spectra which are only slightly broader than a Debye relaxation term. They can be favourably represented by relaxation functions following from models of non-critical fluctuations in the local concentrations. The so-called unifying model of non-critical concentration fluctuations is briefly presented and some implications for our understanding of aqueous solutions are discussed which follow from the description of relevant ultrasonic spectra in terms of this model. Also considered in the light of non-critical fluctuations are surfactant solutions close to the critical micelle concentration. An alternative model for the theoretical representation of solutions of pre-micellar and improper micellar aggregates is indicated.

**On the correlation between thermal and electric properites of C-SiC ceramic composites**

**KAŻMIERCZAK-BALATA A., MAZUR J., DREWNIAK L., BODZENTA J.**

The carbon silicon carbide (C-SiC) ceramic composites have an outstanding thermomechanical and thermochemical properties, required for lightweight constructions and future engine components. The carbon/silicon carbide (C/C-SiC) composites are high ceramic friction materials used for high speed and high energy braking. The nanostructures of SiC are applied as a basic material for high temperature electronic devices. It was found that pure material is stable up to 2000°C and electronic devices based on SiC perform in temperatures over 200°C.

In this work seven samples of C-SiC composites were examined. A few of them were covered with Au layer and others contained epitaxially growth graphene layer. The samples were produced by sintering method. The thermal diffusivity was determined by continuous wave photothermal technique. The front sample surface was illuminated by the intensity modulated light and the temperature disturbance caused by absorption of this light was detected by infrared (IR) radiometry from the rear surface of the sample.

**Volumetric properties of electrolytes in water – 2-methoxyethanol mixed solvent**

**KLIMASZEWSKI K., BALD A.**

Density of KCl, KBr, NaCl and NaBr solutions in mixtures with 2-methoxyethanol has been measured at 298.15 K. The values of the apparent molar volumes of tested electrolytes were calculated on the basis of density values. Data from the measurements of the electrical conductivity indicated incomplete dissociation of electrolytes in mixtures with a high alkoxycethanol content which is related to the low permittivity of such mixtures. Therefore, in order to determine the value of the partial molar volume, was used an appropriately modified Redlich-Meyer equation. This equation takes into account the presence of in solution: free ions and undissociated forms of electrolyte (ion pairs) and contains three parameters which should have been determined. Two of these parameters, i.e. the partial molar volume of the electrolyte in of a completely dissociated form and the partial volume of the ion-pairs, are very important for description of the electrolyte-solvent interactions.

**Sensitivity of phase transition of ferronematics in combined electric and magnetic fields**

**KOPECANSKY P., TOMASOVICOVA N., TIMKO M., MAJOROVA J., ZAVISOVA V., KONERACKA M., TOMCO L., MITROVA Z., JADZYN J., CHAUD X.**

Ferronematics are colloidal suspensions of nematic liquid crystal magnetic nanoparticles. We have studied the combined influence of electric and magnetic fields on the orientational structure of ferronematics based on a thermotropic nematic 4-trans-4'-n-hexyl-cyclohexyl-isothiocyanato-benzene (6CHBT). The 6CHBT liquid crystal have been dissolved in in phenyl isothiocyanate and doped with the rod-like or chain-like magnetic particles. In such mixture, the phase transition from isotropic to nematic phase is via droplet state, i.e. coexistence of nematic and isotropic phase. The obtained results showed that combination of the electric and magnetic fields can change the character of phase transition from isotropic to nematic phase via droplet state in such systems. Moreover, the magneto-dielectric measurements of structural transitions showed the magnetic field induced shift of phase transition temperature from isotropic to droplet state. All results illustrate influence on the construction of liquid crystalline sensors of magnetic field.

**Characterization of pure and modified TiO₂ layer on glass and aluminum support by beam deflection spectrometry**

**KORTE D., PVILICA E., BRATINA G., FRANKO M.**

TiO₂ thin films used as photocatalysts in environmental application were studied by beam deflection spectroscopy (BDS) coupled to multiparameter fitting of a novel theoretical model to the experimental data, as well as by AFM measurements. Two groups of films were prepared: pure and N-doped TiO₂ deposited on glass support, as well as...
pure, N- and C-doped TiO$_2$ deposited on aluminum support. The results show a correlation between the thermal parameters of the examined films and their transport properties such as value of energy gap, carrier life time or concentration and kind of introduced dopants. Furthermore, the material’s thermal conductivity and thermal diffusivity depend on the porosity and the surface roughness of the material, which usually change when the material is used as photocatalysts in water purification processes. Thermal and mechanical properties of the thin film photocatalysts also depend on the support to which the TiO$_2$ layer is deposited. All of these features determine the performance of the TiO$_2$ films in their photocatalytic application and can be deduced from BDS measurements. This work confirms the suitability of BDS as a method for non-contact and nondestructive evaluation of thin film TiO$_2$ photocatalysts, which is also the basis for improving their efficiency.

**Diffusion beyond the Stokes-Einstein theory: effects of inhomogeneity and nonlinear friction**

LISY V., TÔTHOVÁ J., GLÓD L.

The Langevin equation describing the Brownian motion of particles is studied in the case when the friction is modeled not by the usually used Stokes force but nonlinearly depends on the particle velocity. The intensity $D(v)$ of the thermal random force driving the particles then also depends on the velocity, and the equation of motion should contain an additional “spurious” force proportional to the derivative of $D(v)$. This force is chosen in the kinetic representation, for which the stationary probability density for velocities is the Maxwell distribution and simultaneously the generalized Einstein relation is obeyed. A general formula for the diffusion coefficient of the particle is obtained and then specified for various models of dissipative forces studied in the literature, e.g., those for active Brownian motion. We also discuss the effects of inhomogeneity in the diffusion and a choice of the appropriate stochastic calculus. The correspondence between the kinetic representation for $D(v)$ and the Stratonovich concept in the description of spatially dependent diffusion has been established.

**Optimization of a thermal lens microscope for detection in a microfluidic chip**

LIU M., NOVÁK Ú., PLÁZL L., FRANKO M.

The optical configuration of a thermal lens microscope (TLM) was optimized for the detection in a microfluidic chip. Influence of the flow velocity on the TL signal was analyzed theoretically and experimentally. Optimizations regarding the pump and probe beam parameters (beam waists, offsets, mode mismatching) were made. It was found that an appropriate pump-probe beam offset for certain flow velocity will provide not only a higher sensitivity but also a better response linearity of TLM over three orders of magnitude of concentration. Diffraction-limited pump beam excitation is advantageous for space-resolved measurement, while a larger pump beam with ten times lower power density is favorable for higher sensitivity. As an application, this optimized TLM was used to study the diffusion of ferroin between two aqueous streams in a microreactor chip. The diffusion profiles at different distances from the mixing point were recorded by scanning the TL signal along the cross-section of the microchannel. High sensitivity of TLM enabled accurate detection of small changes in absorbance ($7 \times 10^{-6}$ AU in a 50 μm channel) which provides a powerful tool for depicting the governing transport characteristics in a microfluidic chip by incorporating convection and diffusion terms along with the parabolic velocity profile.

**Photonoacoustic Transformation at Opposite-Interaction of Electromagnetic Waves in Magnetoactive Two-Layer**

MITYURICH G., SVIRIDOVA V., SERDYUKOV A.

The paper considers thermo-optical generation of sound in magnetoactive two-layered medium in the conditions of the tunnel electromagnetic interference of electromagnetic waves. It studies the conditions of complete suppression of the amplitude of photoacoustic signal depending on the type of polarization of opposite-interacting waves, the difference of their initial phases, the values of intensity of either opposite-interacting beam. The given paper provides an effective method of management the thermo-optical generation of sound in magnetoactive structural element in the conditions of the tunnel electromagnetic interference of electromagnetic waves.

**Study of molecular packing properties of dense simple liquids based on acoustic and thermophysical data**

POSTNIKOV E., GONCHAROV A., MELENT’EV V.

We analyze the inverse reduced fluctuations: a form of ratio for speeds of sound for the substance and the ideal gas of the same molecules at the same density and temperature. We have shown that there exists a relatively wide (up to 25% of reduced density range for each phase) region, where the dependence of relative fluctuation on density has strong exponential character along a liquid-vapour coexistence curve of simple liquids within the region corresponding to dense liquids. These results support the assumption that the structure of a uniform cell packing for substances’ molecules and the model of hole theory of liquids. This conclusion is confirmed by direct numerical calculation using lattice fluid model with mean-field quadratic potential energy of attractive interactions.

**The use of multifrequency induction heating for temperature distribution control**

SMALCERZ A., GOŁAK S., PRZYLUCKI R.

The paper presents possibilities of controlling temperature field distribution in induction heated charge. The change of the distribution was obtained with use of sequential one-, two-, and three-frequency heating. The study
was conducted as a multi-variant computer simulations of strongly coupled to each other fields: the electromagnetic and the temperature fields. For the analysis, the professional calculation package using the finite element method Flux 3D was used.

The problem of obtaining an appropriate temperature distribution in a heated charge of, a complex shape is very important in many practical applications. A typical example is a quenching of gears. For such applications, it is required to obtain, a surface and in desired depth, uniform temperature distribution on the tooth face and top land and on the bottom land of the gear. The obtained temperature should have proper distribution and value. Achieving such a defined distribution is very difficult. During the study more than 50 different calculation variants were examined.

* * *

Crack depth evaluation by infrared lock-in thermography
STREZA M., DADARLAT D., LONGUEMART S.

This paper describes an approach to evaluate linear opened surface cracks by means of lock-in thermography. The presence of a defect or a discontinuity close to a heated region causes anomalies of heat flow distribution. Highlighting these disturbances provides information on position and depth of discontinuities.

For describing and interpreting the interactions between a modulated laser induced heating spot and a crack, a 3D heat flow simulation model has been developed by using a FEM computer package. The model considers an aluminium metallic block with a linear open crack of length L, width l and depth h, the circular heat source of power P being located at a distance d from the crack. Amplitude and phase of the temperature modulation of the irradiated surface, at the excitation frequency f, have been extracted by computing a temporal discrete Fourier for each pixel of the temperature image. In order to enhance the thermal contrast the proposed procedure exploits the second spatial derivative of the amplitude image. The minimum of this quantity provides information concerning the crack geometry. Information regarding the depth of the crack can be revealed by changing thermal diffusion length of thermal wave in the vicinity of the crack.

Aluminium test specimens with linear open cracks have been investigated and the results are compared with FEM simulation. This approach allows a classification of the cracks according to their depths.

* * *

Heating Characteristics of Magnetic Fluids based on various carrier liquid. Concentrations

The heating ability of magnetic fluids based on various carrier liquid with different magnetic particle concentrations was studied. The calorimetric measurements were carried out in an alternating magnetic field up to 2500 A m\(^{-1}\) amplitude and of 500 kHz frequency. The obtained law-type dependence of the temperature increase rate, \((dT/dt) = 0\), on the amplitude of the magnetic field indicates the presence of superparamagnetic particles in the tested samples since \(n = 2\). The specific absorption rate (SAR) defined as the rate of energy absorption per unit mass increases with an increase of the volume fraction of the dispersed nanoparticles and with increasing of density of carrier liquid.

* * *

Theoretical analysis of the influence of dopants on the temperature dependence of thermal diffusivity of single crystals
TREFON-RADZIEJEWSKA D., BODZENTA J.

The thermal diffusivity dependence on temperature of YAG, YVO\(_4\), and GdCOB single crystals was determined. Samples were doped with different concentrations of rare earth ions such as ytterbium, neodymium, thulium, and transition metal ions such vanadium. Determination of the thermal diffusivity was based on an analysis of propagation of thermal wave in the sample.

Obtained results confirmed, that the influence of doping on the thermal diffusivity of investigated materials strongly depends on temperature.

The thermal diffusivity of all investigated samples decreases with increasing of sample temperature from 30°C to 300°C, but the drop in the thermal diffusivity is the highest for pure single crystals. The introduction of dopant ions into a crystal lattice leads to a significant reduction in the thermal diffusivity at lower temperatures in comparison with pure crystals. However, the influence of dopants becomes less pronounced with increasing temperature, and in the case of weakly doped crystals it becomes negligible at higher temperatures.

The interpretation of obtained thermal diffusivity dependence on temperature for pure and doped single crystals was based on the Debye model of lattice thermal conductivity of solids. It was assumed that the decrease in thermal diffusivity with temperature and increasing concentration of impurities is caused by shortening of the phonons mean free path due to phonon-phonon and phonon-point defect scatterings.

* * *

Peculiarities of hydrogen bond formation in solutions of proton acceptors in ethylene glycol: calorimetric study
VARFOLOMEEV M., ZAITSEVA K., SOLOMONOV B.

Hydrogen bonds significantly influence on physical-chemical properties of organic compounds in the liquid state. They can be formed between different molecules or between the fragments of one molecule. Thousands of works were devoted to the determination of the thermodynamic functions of hydrogen bonding. Based on experimental data different empirical relationships were obtained. They allow us to calculate the free energy and enthalpy of hydrogen bonding between molecules. However, it should be noted that all these empirical relationships can be applied only to the calculation of the thermodynamic functions of for-
mation of bimolecular H-complexes in an inert solvent (usually carbon tetrachloride), or in an environment of “pure base”. Apparently they couldn’t be applicable to the analysis of solute-solvent hydrogen bonds in self-associated liquids such as water, aliphatic alcohols, formamide, glycols, etc., the use of which is of great practical and theoretical importance. This is due to the fact that the formation of solute-solvent hydrogen bonds in self-associated liquids differs from the process of the formation of H-complexes of 1:1 in an inert solvent. The presence of a very small number of experimental data on the thermodynamic functions of hydrogen bonding in self-associated solvents due to the limitations of traditional method of H-bond study IR and NMR spectroscopy.

In present work we have studied hydrogen bonding of proton acceptors in solutions of ethylene glycol by the solution calorimetry method. Enthalpies of solution at infinite dilution of nitriles, ketones, amines, ethers and esters in ethylene glycol were measured ($T = 298.15$ K). Based on the experimental data enthalpies of solvation of proton acceptors were determined. Obtained values were compared with enthalpies of solvation of studied molecules in methanol and water. Enthalpies of hydrogen bonding of proton acceptors in ethylene glycol solutions were first time determined. It was shown that for weak proton acceptors enthalpies of hydrogen bonding in ethylene glycol can be positive (endothermic process). Reasons of such behavior were discussed.

**Investigations of subsurface damaged layer by piezoelectric photothermal spectroscopy**

**Zakrzewski J., Maliński M., Strzałkowski K., Firszt F.**

Photothermal spectroscopy has found the wide range of application as a method of monitoring nonradiative recombination of excited carriers generated by optical absorption in semiconductors. One of them is surface quality monitoring after different procedure of sample preparation. Mechanical, chemical and thermal treatment of surface can create the damaged subsurface layer which introduces additional defects states in the material. Lately, it was shown that piezoelectric spectroscopy can be a useful tool to monitor the state of surface. In this method, the stress and strain of a sample due to the absorption of electromagnetic radiation is detected by a piezoelectric transducer.

The amplitude and phase of piezoelectric spectra are necessary for the proper interpretations, however in some cases, they do not give the clear results. To minimize uncertainty, the new procedure of measurements is proposed. It involves the detection of the signal in front and rear configurations and measurements with illumination at different surfaces of the samples. Four pairs of amplitude and phase spectra are obtained which are interpreted to receive the consistent optical and thermal parameters. The model based on Blonskij’s one was chosen to calculate the thermal and optical parameters of investigated material.

**High pressure physicochemical properties of biodiesel components**

**Żarska M., Dzida M.**

The main components of biodiesel derived from coconut oil or babassu oil such as ethyl caprylate, ethyl caprate, ethyl laurate, and ethyl myristate are studied. The speeds of sound were measured within the temperatures from 293 to 318 K and at pressures from 0.1 to 101 MPa. The densities and heat capacities were measured under atmospheric pressure in the temperature range from 283 to 353 K and 286 to 341 K, respectively. The densities, heat capacities, isentropic and isothermal compressibilities, thermal expansions, and internal pressures as functions of temperature and pressure were calculated using experimental results. The densities of ethyl esters decrease with increasing their molecular weight below intersection temperature while at higher temperatures densities increase with increasing molecular weight. The intersection temperature probably moves toward higher temperatures with increasing pressure. For a given temperature, differences between densities of the ethyl esters increases with increasing pressure. With increasing molecular weight the effect of temperature on thermal expansivity decreases with pressure. It is approximately independent of temperature for ethyl laurate and ethyl myristate at pressures higher than 80 and 60 MPa, respectively. The pressure and temperature dependence of internal pressure of the esters is the most similar to that of alkanes.
Abstracts

Application of Photonic Crystal Fiber in optical fiber current sensors
BARCZAK K.

Optical fibers may be applied in the technique of measuring electric current, particularly as so-called optical current transducers (OCT). They are small in size, cheap, light and safe. Their sensitivity, however, connected with the Faraday effect, is rather poor, and they are also susceptible to considerable disturbances (deformations of the fibers). Their sensitivity can be increased by lengthening the path of effect, but this involves also an increase of noise and greater fluctuations of the measured signal due to changes of internal stresses induced by external factors. These negative phenomena can be reduced by applying fibers less sensitive to deformations [1, 2]. The author supposes that photonic crystal fiber (PCF) with a glass core may display such properties. Orifices in the cladding can to some extent prevent the propagation of deformations from outside the core, and thus decrease the birefringence of the fiber induced by elastooptic effects. The papers presents preliminary measurements of typical photonic crystal fiber exposed to mechanical vibrations.

* * *

Optical and electronic properties of thin boron-doped diamond films grown by pacvd: boron level studies
Bogdanowicz R., Picek M., Śmietana M., Jasiński J., Gnyba M., Ryl J., Sobaszek M., Gołuński L.

Significant attention of researchers in the world is focused on so-called “non-active” anodes such as boron doped diamond (BDD) electrodes. They could be used effectively in electrochemical sensors designed for environment monitoring and biomedical applications. Due to these advantages authors are going to use the BDD as a sensing film in optical sensors, including fibre optic sensors. The preliminary studies of electronic and optical properties has been performed to determine the best parameters of CVD synthesis and film for optical purposes. The main parameter of the BDD films, boron level, was particularly investigated. The thin film microcrystalline diamond have been deposited in a MW PE CVD process on silicon wafers and glass substrates. Surface resistivity of BDD electrode was studied using four-point probe measurements. The molecular structure of BDD films as well as the sp3/sp2 phase ratio were determined by Raman spectroscopy. The scanning electron microscope was utilized to investigate the film morphology. The surface analysis made by SEM showed a small variation of surface morphology for boron-doped films. Studies of optical constants, thickness and optical energy band gap were performed using spectroscopic ellipsometry in the wavelength range from 260 to 820 nm. The Δ and Ψ were fitted with a double-layer Tauc-Lorentz (TL) dispersion model.

* * *

Silicon carbide on silicon photodiode stacks for sensing applications in the ultraviolet to visible range
Borecki M., Kociubinski A., Korwin-Pawłowski M. L., Duk M., Szymt J.

The capabilities of optoelectronic sensors can be extended by use of spectral data processing. A popular range of wavelengths that are used is from UV at 260 nm, where DNA absorbs radiation, to the visible, where the results can be directly observed by the human eye. This wide range can be examined with a spectrophotometer, but in many situations the use of that kind of instrument is not desirable because of its cost and complexity. On the other hand, sensing of a sample using one beam with different wavelengths at the same time is required when the sample is in movement or in a dynamical state, as happens in analyzing the sedimentation of a mixture. Using LEDs as light sources is advantageous because of their low cost and ease of electronic modulation which makes the sensor more immune to background radiation. The LEDs radiation can be coupled to beam with a fiber optic bundle. There are a few ways of constructing the device that allows in one optical axis simultaneous detection of a UV and VIS radiation beam. First is the use of commercially available components, such as Si and Si UV enhanced photodiodes with dichroic mirrors. Second is the use of hybrid technology to build photodiode matrices that use SiC and Si components or Si UV enhanced components and matrices of optical filters. The third possibility is the use of stack of detectors using one transparent-to-VIS radiation element that absorbs and detects UV radiation [1]. For such a construction we made SiC photodiodes which were transparent-to-VIS radiation and had an active area of 10 mm². As the back Si photodiode we used a large area commercial photodiode – BPYP 44A that is sensitive from 400 to 1100 nm. Both photodiodes were mounted in the center of Printed board rings fitting into a SM1 tube from THORLABS. This enables of use of standard THORLABS micromechanical components for the construction of detectors and for positioning and coupling of optical fibers. We characterized the fabricated SiC photodiodes, which showed a sensitivity of 0.2 A/W in the range from 275 nm to 375 nm and a transparency for VIS radiation almost flat and of 20%. These structures can be connected to dual channel optical power meters or to dedicated optoelectronic interfaces.
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** Influence of the glass matrix of tellurite glasses on the spectroscopic properties

**Burtan B., Rebén M.**

The Pr3+ doped oxyfluoride glass-ceramic containing PbF2 nanocrystals has been presented. Transparent glass ceramic was obtained by heat treating the glass from the SiO2–PbO–Na2O–PbF2 system at the first crystallization temperature. The thermal conditions of PbF2 nanocrystallization in the oxyfluoride glass have been presented. Ceramization of glass was studied by DTA/DSC, XRD and TEM methods. X-ray diffraction analysis of the transparent glass-ceramic revealed that the PbF2 nanocrystals are precipitated in the glass matrix. It has been found that nanocrystallization of PbF2 strongly depends on the ratio between the components and amount of PbF2. Formation of the PbF2 nanocrystals have been obtained as a low phonon host for rare earth active ions in oxide glassy matrix. The optical properties of glass were determined by UV–VIS spectroscopy in transmission which was carried out in order to assess the absorption spectra of the rare earth doped glasses. The spectral dependence of ellipsometric angles of the oxyfluoride glass samples, have been studied. The influence of nanocrystallization of PbF2 onto changes of refractive index of oxyfluoride glass were examined. The optical measurements were conducted on Wool-lam M2000 spectroscopic ellipsometer, in spectral range of 190–1700 nm.

** Polarimetric optical fiber sensors for dynamic strain measurements in composite materials


Optical fiber Bragg grating sensors are the most popular sensing systems for strain monitoring including also composite materials. However, there are some disadvantages in their applications due to limited points of measurements, troubles with temperature desensitization and relatively high cost of detecting systems. In comparison, polarimetric optical fiber sensors possess possibility of temperature compensation, dynamic and integral system of strain monitoring as well as low cost of photo-detecting elements. In the paper we present results of an experimental analysis with different kinds of birefringent optical fibers leading to an optimal set-up for dynamic strain monitoring in composite materials.
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** Temperature cross-sensitivity for highly refractive index sensitive nanocoated Long-Period Gratings

**Grochowski J., Myśliwiec M., Mikulic P., Bock W. J., Śmietańa M.**

There is a demand for highly sensitive refractive index (RI) devices simultaneously insensitive to temperature changes, especially when applied for biosensing purposes. We investigated here temperature sensitivity of Long-Period Gratings (LPGs) coated with 100 nm-thin silicon nitride (SiNx) film. The LPGs with period of 500 µm were induced in standard Corning SMF28 fibre using electric arc and then nanocoated with SiNx by Radio Frequency Plasma Enhanced Chemical Vapour Deposition (RF PECVD) method. As a sensorial effect we investigated resonance shift with temperature variations (range from 20°C to 70°C) for selected external media, i.e. water (nD = 1.3281) and glycerine (nD = 1.4552). For peak observed at 1510 nm, the RI sensitivity of 3147 nm/RIU and temperature sensitivity of 0.22 nm/K (H2O) were obtained which give temperature-RI sensitivity ratio (T/RI) of 6.99e-5 RIU/K. For peak observed at 1560 nm, when the LPG was immersed in glycerine, the sensitivities of 857 nm/RIU and 0.19 nm/K (glycerine) were observed which leads to T/RI ratio of 2.24e-4 RIU/K. The influence of the nanocoating is discussed and compared to the results obtained for bare LPGs.

** Modal birefringence measurements of the planar optical waveguide

**Gut K.**

The modal birefringence can be determined basing on the interference of scattered light may be utilized. By adjusting the polarization input beam appropriately, it was possible to excite the modes TEi and TMi simultaneously. A definite pair of modes was selected by changing the angle of the beam input to the prism. Placing an additional polarizer in front of the camera we can observe oscillations of the intensity of light (in the direction of its propagation) connected with the interference of scattered light from the modes TE and TM. Determining the distance between the first and the last distinct maximum (minimum) and the number of oscillations between them we determine the beat length and can calculate the modal birefringence of the investigated waveguide.

** Multispectral systems of imaging scenery in critical infrastructure protection, threat identification and recognition

**Karol M., Szustakowski M., Zyczkowski M., Markowski P., Churapinski W.**

The surveillance system more often use devices working on different bands that are used not only for detection but also to recognize and identify threats. The paper presents the possibility of protection, detection and identification of risks, achieved through the use of multispectral detection systems in critical infrastructure facilities. The authors consider the benefits of active sensors based on other wavebands, such as as millimeter-wave radar, terahertz cameras,
infrared camera and shows the ability to detect and identify the target using data collected by these sensors. Also discussed the issue of fusion data from different sensors and opportunities that the whole system obtained by application of data fusion.

**Hyperspectral Imaging Infrared Sensor Used For environmental monitoring**

**KASTEK M., ŻYCZKOWSKI M., PIATKOWSKI T., DULSKI R.**

The paper presents the detection of gases using an infrared imaging Fourier-transform spectrometer (IFTS). The Telops company has developed the IFTS instrument HyperCam, which is offered as short or long wave infrared device. The principle of HyperCam operation and methodology of gases detection has been shown in the paper, as well as theoretical evaluation of gases detection possibility. The calculations of optical path between IFTS device, cloud of gases and background have been also discussed. The variation of a signal reaching the IFTS caused by the presence of a gas has been calculated and compared with the reference signal obtained without the presence of a gas in IFTS’s field of view. Verification of theoretical result has been made by laboratory measurements. Some result of the detection of various types of gases has been also included in the paper.

Keywords: gas detection, hyperspectral detection, imaging Fourier-transform spectrometer, stand-off detection.

**Effect of temperature on upconversion luminescence in Yb3+/Tb3+ co-doped germanate glass**

**KOCHANOWICZ M., DOROSZ D., ŻMOJDA J., MILUSKI P., DOROSZ J.**

In the article effect of temperature on the cooperative energy transfer in germanate glass doped with Yb3+/Tb3+ under 976 nm laser diode pumping was investigated. The optimization of Tb3+ concentration on the upconversion luminescence was determined. Measured strong luminescence at 489, 543, 586, 621 corresponding to 5D4→7F3 (J = 6, 4, 3) transitions and luminescence at 381, 415, 435 nm resulting from 5D3, 5G6→7F3 (J = 6, 5, 4) transitions. The highest upconversion emission intensity was obtained in the germanate glass doped with 0.7 Yb2O3/0.7 Tb2O3. The effect of temperature on the luminescent properties of germanate glass in the range of 5–250°C indicates the presence of competing phenomena: an increase in the effective absorption cross-section of Yb3+ ions donor as a function of temperature and migration of energy between pairs of ions Yb3+ – Yb3+ and of multiphonon excitation levels 7FJ.

**Fabrication and Characterization of 4H-SiC Light Emitting Diode**

**KOČIUBIŃSKI A., DUK M., KWIEŚNIEWSKI N., BORECKI M.**

Silicon carbide is a suitable semiconductor to manufacture LEDs which emit in the blue-violet part of spectrum. In this paper, we discuss 4H-SiC LED fabrication and characterization. We used implantation technique to obtain p-n junction in the epitaxy layer. Ohmic contacts were deposited on the epilayer structure using evaporation, etching and liftoff. Various characteristics of the devices were measured including current vs. voltage, contact resistance, and output spectra.

**The concept of an optical sensor system for the temporary blood chamber volume measurements in the POLVAD-EXT**

**KONIECZNY G., PUSTELNY T.**

The presentation includes the preliminary research of the newly developed temporary blood volume measurements optical system for using in the in the extracorporeal Polish Ventricular Assist Device (POLVAD-EXT). The proposed solution is basing on the measurement of the light reflected from the membrane in different configurations of light emitters and light detectors analyzed using the principal component analysis (PCA) method for estimating the blood volume. The measurement technique used in the experiment is described, measurement circuit and preliminary static measurements results of the developed measurement system are included and preliminary analyses of the measurements are shown. Future development plans are stated.

**Long period gratings usage possibility on planar gradient waveguides**

**KOTYCZKA T., ROGOZIŃSKI R.**

In this analysis the possibility of long period gratings usage as visible range spectrum filters on planar gradient waveguides (LPWG) was presented. The influence of technological processes as well as gratings parameters on received resonance profiles and spectrum characteristics was shown. These calculations was based on the real material properties (BK7 glass doped with potassium ions) as well as specific technological processes.

**Hidden object detection system based on fusion of THz and VIS images**

**KOWALSKI M., PALKA N., PISZCZEK M., SZUSTAKOWSKI M.**

Image fusion can be used in wide range of security applications like detection and identification of hidden objects. This is a very urgent and demanding problem at the present time. Finding objects hidden under clothes is one of key issues of public places security. The aim of image fusion is to combine information from multiple images of the same scene. The result of the fusion is a new image which gives more information and is more suitable for human perception. Image fusion can be used for further image-processing tasks such as segmentation, feature extraction and object recognition. Our goal is to build a system for harmless humans screening and detection of hidden objects. Visual detection of hidden objects can be achieved using various imaging methods but some of these methods are harmful
for humans. The THz radiation band can be applied for screening humans because this radiation does not point any harmful ionizing effects so it is safe for human beings. In the paper we demonstrate results of various fusion methods applied for THz and VIS images. The research is focused on dangerous objects detection – guns, knives and bombs hidden under some popular types of clothing.

***

Measurement of longitudinal strain sensitivity in highly birefringent polymer microstructured optical fibers

Kuczkowski M., Lesiak P., Szeląg M., Bieda M., Ertman S., Budaszewski D., Domański A., Woliński T.

In this work, we present results of our research on highly birefringent polymer fibers based on photonic crystal fiber. These new fibers are characterized by a very low Young modulus in comparison to standard silica fibers. Our research was concentrated to measure the value of the longitudinal strain sensitivity in four polymer fibers made by Kiriama Pty Ltd.

By applying strain we can observe periodic changes (sine like) in light polarization described by the Stokes vector. The amplitude of the signal depends on the azimuth of the input polarization introduced to the fiber and the period of the function depends on the fiber birefringence. In this paper, a comparison between strain sensitivity in different highly birefringent polymer fibers has been presented.

***

All-optical steering of self-traped beams in liquid crystalline planar waveguide

Laudyn U. A., Kwaśny M., Sala F. A., Karpierz M. A.

Optical reorientational nonlinearity in nematic liquid crystals causes that spatial solitary waves (nematicons) are created for a light power of a few tenths of milliwats. The low absorption allows to observe nematicons propagation distance over lengths in a few millimeter range. Additionally, it was demonstrated that a weak signal beam can be guided in a channel formed by a nematicon. We report on the experimental studies the possibility of steering of such nematicons by another beams in chiral structure being the array of planar waveguides. Because of a low power necessary for steering, such a configuration can be applied in all-optical switching and routing elements for integrated optical systems, where electric fields cannot be used.

***

Measurement of temperature sensitivity in highly birefringent polymer microstructured optical fibers

Lesiak P., Szeląg M., Kuczkowski M., Ertman S., Budaszewski D., Domański A., Woliński T.

In this work, we present results of our research on highly birefringent polymer fibers based on photonic crystal fiber. Our research was concentrated to measure the value of the temperature sensitivity in four polymer fibers made by Kiriama Pty Ltd.

Typical highly birefringent photonics crystal fibers are very low sensitive to temperature changes. Fibers based on poly(methyl methacrylate) are characterized by high thermal sensitivity. These value is somewhat lower than those for silica fiber and are consistent with the values expected on the basis of the bulk polymer properties. In this paper, a comparison between sensitivity in different highly birefringent polymer and standard fibers has been presented.

***

Balance of polarization in a hybrid fiber optic sensor

Markowski P., Szustakowski M., Życzkowski M., Karol M.

This paper presents the effect of light polarization on a hybrid fiber optic sensor. Hybrid sensor is defined as a combination of interferometer sensor and modalmetric sensor. Hybrid sensor system based on effect outputting interferometric sensor of interference as a result of changes made by the modalmetric system. Balance polarization in the arms of classical interferometer sensor leads to improved contrast interference pattern at the output of the interferometer. Aim of this study is to present a balance light polarization effects in a hybrid system.

***

Photonic crystal fibers selectively infiltrated with polymers

Mileńko K., Woliński T. R.

Photonic crystal fibers are a special type of optical fibers, where cladding is composed of periodically arranged micron sized air channels while the fiber core is defined as a defect in the structure. The structure of the photonic crystal fiber allows for the air channels to be infiltrated with liquid materials such as liquid crystal (LC), alcohol and polymers. In this way we obtain new class of fibers that play important role in sensing applications because the infiltration enhances the sensitivity of the fiber to external physical parameters.

In this paper we will demonstrate the air channels of photonic crystal fibers selectively infiltrated with polymer materials. Two polymer materials used for infiltration are: Polydimethylsiloxane (PDMS) that is a silcone elastomer and silicon oil DC-704. The influence of the infiltration on the light propagation properties of the fibers and its applications in sensing will be also presented.

***

Pattern Recognition Algorithm for Eye Tracker Sensor Video Data Analysis

Murawski K., Różanowski K.

The aim of this paper is to discuss research conducted at the Military Institute of Aviation Medicine as well as the Military University of Technology. The essence of the research is to develop patterns recognition algorithm for the analysis of data received from Eye Tracker sensor. Data analysis can be done using computer vision algorithms. In the article the state of the art pattern recognition algorithms was presented. Particular attention was paid to the
possibilities and limitations of their use. The main part of the paper is the presentation of the author’s pattern recognition algorithm. Received results of their operation were compared with the results obtained by the commercial system to track the activity of the eye. An operation of developed method is also illustrated by examples.

**An Infrared Sensor for Monitoring of Meibomian Gland Dysfunction**

MURAWSKI K., RÓŻYCKI R., MURAWSKI P., MATYJA A., RĘKAS M.

Meibomian Gland Dysfunction (MGD) is one of the most common eye disorders observed in clinical practice. It applies to almost 50% of the population, especially people using contact lenses. It is believed that MGD is the most common cause of abnormal stability and integrity of the tear film. Despite this, there is no commercially available equipment for the diagnosis. The article proposes the construction of an optical sensor and a computer system for the rapid, non-invasive diagnosis of MGD. The designed hardware and software as well as preliminary results of clinical research are also described.

**Effect of wet etching of arc-induced Long-period Gratings on their refractive index sensitivity**

MYŚLIWEK M., GROCHOWSKI J., KRÓGULSKI K., MIKULIC P., BOCK W. J., ŚMIETANA M.

High performance optical refractive index (RI) sensors are important for advanced chemical and biological sensing applications. In this paper we present highly RI sensitive operation of Long Period Gratings (LPG). LPGs were fabricated with electric arc technique using Corning SMF28 optical fibre. As was previously reported, reduction of LPG cladding diameter results in increase of RI sensitivity and the red shift of resonant wavelengths. We used wet chemical etching in hydrofluoric (HF) acid solution to improve operation of the sensor. Optigrating software by Optiwave was used to simulate mentioned sensitivity improvement effect. As a result of simulations and experiments we obtained significant increase in RI sensitivity by applying appropriate etching time resulting in desired fibre thinning. What is more, we discuss further improvement of the sensitivity by deposition of nanocoating on the surface of the LPGs.

**Partial spectrum method for detection of covered materials in the TDS-THz setup**

PALKA N.

A signal processing method which can identify covered materials in a reflection configuration in the Time Domain Spectroscopy (TDS) setup is reported. THz radiation can transmit through most of covering materials like plastic foils, paper, clothes, etc. and can be detected after reflection from a covered substance (e.g., explosive material). In case of TDS setup, spectrum of the impulse is heavily deformed and the spectral features of substances are hard or impossible to identify. The proposed method based on the fact that the TDS signal reflected from a covered sample consists of two peaks and some “waves” after the second peak, which carry the spectral information about the sample. FFT analysis of this part of the signal reveals spectral features of the sample. The presented method is reference-free and bases only on analysis of the signal reflected from the sample. The method is restricted to frequencies in the range 0.4–1.8 THz and, therefore only some materials with characteristic features in this range, like RDX-based explosives, lactose, paraaminobenzoic acid and tartaric acid can be analyzed. We covered the materials with foils, paper and cotton and obtained good results for solid and powder samples. The method is sensitive to atmospheric water vapour.

**Terahertz spectra of materials measured by an Hot Electron Bolometer-based system**

PALKA N., WALCZAKOWSKI M., ZAGRJEC P., TRZCINSKI T., SZUSTAKOWSKI M., SYPEK M.

Development and implementation of terahertz (0.1–10 THz) technology in security area is connected with unique features in this part of electromagnetic spectrum. Many explosives (e.g., Hexogen, Penthrite, Trinitrotoluene, Octogen) and drugs have characteristic transmission/reflection features in the THz range, what is of great importance for security and defense related applications. We report on measurements of transmission spectra of chosen materials (Hexogen, Sucrose, Tartaric Acid) in the range 0.7–2.5 THz. The measurements were carried out by means of a setup, which bases on an Optical Parametric Oscillator (OPO) combined with a Hot Electron Beam (HEB) Bolometer. The setup consists of commercially available tunable OPO from MSquared working in the range 0.7–2.5 THz with repetition rate 53 Hz, duration of the impulse of about 10 ns and energy 10 nJ. The beam was detected by a HEB from Scotel (NEP ~ 10^-13 W/Hz^1/2) in a Pulse Tube cryocooler. The spectra was compared to results obtained from a standard Time Domain Spectroscopy setup (Teraview TPS 3000). Only small discrepancies between spectra measured by both methods are observed. For the range 0.7–2 THz typical features can be identified using both methods.

**Laser photography – examples of processing of image information**

PISZCZEK M.

Modern cameras working in various spectral bands can be successfully applied in many areas of our lives. Observational capabilities of modern cameras are widely utilized in the area of public security systems while measurement functionalities of cameras are the domain of Machine Vision Systems used mainly in industry applications. The development of vision techniques and data processing methods changed the perception of vision systems as a multifunctional, observation and measurement systems. Laser photography device (LPD), developed in the Institute of Optoelectronics, Military University of Technology is an example of such imaging device. One of properties of time-spatial framing method is the ability to make complex spatial analysis
of observed scene thanks to proper control of acquisition parameters and metadata processing. This property can be very useful especially in real-time spatial and geographic information systems. The paper presents theoretical applications of time-spatial framing method and first experimental results.

* * *

**Laser photography system – selected functionalities**

**PIŚCZECZ M., KAROL M., KOWALSKI M., RUTyna K., ZARZYCKI M., SZUSTAKOWSKI M.**

The laser photograph is an advanced experimental system acquisition and distribution of spatial information. Its key element is a laser photography device (UFL) use active illumination to observe the scene. The system also includes other information units such as VIS, IR, NIR cameras, and millimeter wave Radar. The study characterizes the individual components of the hardware and the system as a whole. Particular attention was given to the software so that it is possible to control system components as well as, a preliminary analysis of the results. The presented system draws attention not only on the properties offered by the UFL but also the possibility of synergistic effects of the system as a whole through the fusion of data from different sensor units.

* * *

**Laser photography device – spatial parameters of imaging**

**PIŚCZECZ M., KOWALSKI M., KAROL M., RUTyna K., ZARZYCKI M., SZUSTAKOWSKI M.**

Laser photography device (LPD) is an imaging device developed in the Institute of Optoelectronics, Military University of Technology and it is an example of modern image acquisition device. The LPD allows to define a 3D observation scene thanks to short-time scene illumination and image acquisition method. This device works according to time-spatial framing method. In the paper, basics of time-spatial framing method are explained. Special attention is given to time parameters of device and their influence to spatial parameters of registered images. In this paper the laser photography device and results of chosen experiments are presented and described. Experimental results presented in the paper show the potential and possibilities of using the laser photography device as a camera for observation and measurement applications.

* * *

**Imaging with laser photography camera during limited visibility**

**PIŚCZECZ M., ZARZYCKI M., RUTyna K., KOWALSKI M., KAROL M., SZUSTAKOWSKI M.**

Present systems for vision monitoring very often employ many different imaging devices working in various spectral ranges e.g. visible (VIS), near infrared (NIR), infrared (IR). Every single spectral range deliver slightly different relevant information for process of threats detection, recognition and identification. However, technology progress still does not satisfy every need. Finding new vision solutions, capable for imaging in very difficult conditions (adverse weather conditions, partial occultation of observed scene) is still one of the most urgent and demanding task for researchers. One of the possible solutions is using a camera working with time-spatial framing method. This method is able to minimize the impact of adverse factors on image acquisition process. Laser photography device (LPD) is a camera developed in the Institute of Optoelectronics, Military University of Technology working according to the time-spatial framing method. The paper presents theoretical basics and initial results of the laser photography device tests.

* * *

**Optical sensor to monitor pupillary light reflex (PLR)**

**RÓŻANOWSKI K., MURAWSKI K.**

This paper describes the design of an optical sensor intended to analyze pupillary light reflex (PLR). It also presents the results of physiological adaptation mechanisms in human eye, i.e. response of the iris to changes in the intensity of light that falls on the retina of the eye under conditions of sensory deprivation. PLR is a closed loop reflex. It controls the amount of light that reaches the retina. Based on the test results, an optical sensor was designed, fabricated and correctly calibrated. In comparative tests with the use of F+D Fit-For-Duty, a commercial system by AMTech, selected pupillographic parameters were primarily evaluated (baseline pupil diameter, oscillations, reflex latency, maximum reaction time, pupil constriction time, pupil dilation time, and constriction amplitude) under conditions of diminished alertness, reduced ability to concentrate, increasing fatigue, and drowsiness.

The solution comes as part of a mobile pupillography device intended to be assembled in cars and airplanes to identify conditions of lower alertness, reduced ability to concentrate, increasing fatigue and drowsiness in drivers, pilots and traffic controllers, and to trigger alarm and preventive measures, if necessary.

* * *

**Design of a Multisensor System for a High Integrated Driver Fatigue Monitoring Technology**

**RÓŻANOWSKI K., SONDEJ T., MURAWSKI K.**

This paper describes the architecture and use of the multisensor system for estimating the driver’s fatigue. These sensors are an element of the integrated system of monitoring driver behaviour, also including the measurement of environmental conditions and driving technique. Sensors described in the article are designed to work under simulated and real conditions (during driving a vehicle). To estimate driver’s fatigue we used the subsystem for measurement of eye closing frequency and oculomotor activity (Eye Activity Research Subsystem - EYEARS), personal medical packet (PMP) and non-contact electrocardiography signal measurement module. In addition, for comparison purposes, we used commercial solutions called faceLAB (system for tracking and testing the activity of the eyes)
and FlexComp (system for physiological activities measurement). The article presents a description of the sensors, the way they communicate with the master device Logger Box and their location in the car. It also presents a typical test procedure and sample signals recorded during driving.

** Tunability of discrete diffraction in photonic liquid crystal fibers 

** Rutkowska K., Laudyn U., Jung P. 

Recently, photonic liquid crystal fibers, PLCFs [i.e. photonic crystal fibers (PCFs) infiltrated with liquid crystals (LCs)] have gained significant amount of scientific attention. Their uniqueness results from the specificity of the PCF-host structures, as well as from the special optical properties of LCs. The latter can be dynamically adjusted by: (i) external fields and factors (including electric and magnetic fields, temperature, strain and pressure) and (ii) optical beam itself (i.e. when nonlinear effects take place in LCs).

In this work, the results of theoretical analyses and experimental tests on the light propagation in PLCFs are presented. While refractive index of the inclusion is higher than that of silica glass, analyzed photonic structure can be considered as a matrix of mutually parallel waveguide channels. This composites discrete light propagation to be observed in PLCF, with the output beam profile strongly dependent on geometrical and optical properties of both the beam (e.g. wavelength and beam size) and the fiber (e.g. periodicity and index contrast). Importantly, changes in discrete propagation can be obtained dynamically (by varying optical power and/or by applying external fields and factors). In nonlinear case, under specific conditions, discrete spatial soliton can be obtained, paving thus the way for all-optical switching to be developed in PLCFs.

** Efficiency of diamond thin-film sensor on an Si-based integrated Mach-Zehnder interferometer 

** Sobaszek M., Jędziewska-Szczerka M., Bogdanowicz R., Płotka P. 

Mach-Zehnder is one of the commonly used two-beam interferometer in fiber-optic technology. This is because this interferometer can be easily elaborated with the use of conventional couplers or as an integrated optic device. Mach-Zehnder interferometer has measurement and reference arms and the output signal is the sum of optical signals from those two arms. By the use of special designed construction of measurement arm it is possible to determine many physical or chemical quantities. In this article, authors will present the result of theoretical investigation upon the new design of measurement arm in Mach-Zehnder interferometer. Authors will compare and contrast parameters of two devices. The first, which consists of SiO$_2$ and diamond layer and the second made from Si and diamond. The technology of devices made from SiO$_2$ and diamond is known but still very promising, on the other hand the technology of silicon optics is quite knew. Therefore the comparing and contrasting parameters of Mach-Zehnder interferometer made with the use of those two technology is very interesting. In this article, authors will present preliminary research which will be the base for constructing fiber optic sensor with the use of Mach-Zehnder interferometer.

** The possibility of using functional optical coherence tomography for scattering materials with nanoparticles evaluation and testing 

** Strakowski M., Kraszewski M., Sobaszek M., Antoniuk P. 

The optical coherence tomography is a non-invasive and non-destructive method for scattering materials evaluation and testing. It produces tomography images of the device inner structure with micrometer resolution. The functional OCT covers a number of different additional techniques of measurement signal analysis, which expand the range of OCT applications. The main OCT extensions are the Doppler analysis, polarization sensitive analysis and spectroscopic analysis. All these methods enable a better characterization of the tested materials and investigation the phenomena occurs inside the sample. Our research interests are focused on polarization sensitive (PS-OCT) and spectroscopic OCT (Sc-OCT). The PS-OCT delivers the information about the local changes of the devices optical anisotropy. However, the Sc-OCT gives the local spectral scattering characteristic of the tested sample. The combination of those two methods can be very useful for examination of scattering materials with nanoparticles. The size, the shape and the concentration of the nanoparticle dopants change the scattering features, which can be investigated by the use of functional OCT. In this paper we present our preliminary studies on the OCT application for nano-composite materials examination. Also the experimental results have been shown.

** Hybrid input-output systems of light for applications in integrated optics devices 

** Struk P., Pustelny T., Golazewska K., Borysiewicz M. A., Ekiesliki M., Piotrowska A. 

The paper presents the results of investigations concerning input-output systems of light for applications in structures of integrated optics. The input-output system used in described planar waveguides are in the form of prism couplers and photonics structures with grating couplers. The first part of the paper contains numerical analyses of photonics structures with grating couplers aiming at an optimization of their geometrical parameters. The second part presents the practical realization as well as experimental tests of the planar optical waveguide with the hybrid input-output system. As the input system of the light a prism coupler was applied, and in the case of the output system – a photonic structure with grating coupler was used. The investigated planar wave guides with the input-output structures were made of a wide energy band gap semiconductor – zinc oxide (ZnO).
In this work, we present results of our research on optical fiber sensors based on standard and plastic polarimetric fibers embedded into composite material samples. We manufactured two composite samples. In each sample six fibers were embedded: four plastic fibers made by Kirimana Pty Ltd, one Blaze-photonic fiber and one standard fiber HB1500 made by Nufern. Both ends of the composite plate were support articulated, so we could observe only bending effect. The composite plate was deformed up to 10 mm. In this paper, influence of bending effect on light polarization parameters such as: the Stokes vector, azimuth, ellipticity, degree of polarization, phase difference, power on standard and polymer polarimetric fiber sensors placed in composite material has been investigated.

**Analyzing of transmission properties in birefringent gradient index MMI structures with absorbing layer**

**Szewczuk A., Błahut M.**

The aim of this study is to examine the possibility of the use in optical sensors technology polarization effects occurring in ion exchanged waveguides. The investigated gradient index MMI structures are produced in the K+–Na+ ion exchange process. Investigation was carried out for both polarizations TE and TM. This distinction into two polarizations is necessary for the gradient index MMI structures produced in the K+–Na+ ion exchange process, propagation condition of light are different for each of the polarization. We have stated that birefringence of these waveguides manifests itself in different modal fields distributions and in particular in the different input field image position. Furthermore, the wave of TE and TM polarization will react differently with the sensing layer. This results in different operating characteristics for each of polarization.

**Investigations of MMI structures covered by bromocresol purple for ammonia detection**

**Szewczuk A., Błahut M.**

The basis of the presented research is a gradient index MMI structure (Fig. 1) with multimode section length relating to the length of the input field image formation. Multimode section is covered with material which changes its optical parameters (refractive index and extinction coefficient) when is exposed to appropriate gaseous environments. The coating parameters changes have an effect on light propagation condition in structure and can be seen as the output signal variation. In this configuration, there are several factors responsible for changes in the registered output signal. Variation of coating layer refractive index influence the mode properties of the multimode waveguide, which result in the input field image position and the output signal value. In the case of the absorption layer the refractive index changes have also influence on the modal attenuation value by changing the shape of the modal field distribution, which leads to a reduction or increase of the amount of light penetrating the absorbing sensing layer. This effect is different for different modes. Depending on the properties of a sensor layer – its refractive index and extinction coefficient – there is observed the predominance of the first (phase) or second (absorbing) effect. In this paper, we focus on the absorbing effect occurring in bromocresol purple sensing layers used to measure the gas concentrations.

**Photonic liquid crystal fibers with polymers**


Photonic liquid crystal fibers with polymers constitute a new solution based on liquid crystals and microstructured polymer optical fibers (mPOFs) opening up new areas in innovative sensing and photonic devices applications. Compared with their silica-based microstructured fibers, it is easier to fabricate exotic mPOFs by extrusion or drilling at low temperature; their nonlinearity is potentially stronger, the range of available polymers that may be drawn is more diverse and the biocompatibility of polymers is often better. Liquid crystals due to their attractive properties i.e., the high birefringence, high electro-optic and thermo-optic effects are a very good candidate for mPOF infiltration to obtain tunable all-in-fiber innovative photonic devices. The paper will discuss basic properties and possible applications of the polymer photonic liquid crystal fibers that will arise from their high optical tunability with external and internal factors. Current research effort is directed towards two main solutions: photonic crystal fibers and mPOF-based structures, both infiltrated with liquid crystals of tailored optical properties.

**Processing of measured data from integrated optics low-coherent sensors**

**Wróbel M., Karpienko K., Jędrzejewska-Szczerska M.**

In this article authors present data processing techniques of measured signal from integrated optical sensors. We propose the use of dedicated software to support data analysis. It is shown that the use of such data processing can improve metrological parameters of the low-coherent sensor. The results of theoretical investigation and experimental work confirm that described techniques can be an effective method for improving the signal processing in low-coherent measurement sensors.
White upconversion in Yb3+/Tm3+/Ho3+ – doped antimony-germanate glasses

ŻMOJDA J., DOROSZ D., KOCHANOWICZ M., MILUSKI P., DOROSZ J.

Glasses from the system $\text{SiO}_2 – \text{Sb}_2\text{O}_3 – \text{GeO}_2 – \text{Na}_2\text{O}$ triply doped with Yb3+/Tm3+/Ho3+ ions were melted and characterized. Fabricated glasses was exhibiting simultaneous multicolour upconversion luminescence. Strong blue 1G4→3H6 (Tm3+), green 5F4→5I8 (Ho3+) and red 5F5→5I8 (Ho3+) upconversion emission bands have been measured under 980 nm excitation at room temperature. The dipole-dipole interaction between Yb3+/Tm3+ and Yb3+/Ho3+ ions have a non-resonant character hence, the phonon-assisted energy transfer has been investigated. Ytterbium ions plays important role in enhancing of upconversion emission efficiency. Colour coordinates (CIE-1931) and correlated colour temperature CCT of different molar ratio of active ions were calculated.

***

Modalmetric fiber optic sensor for security of collections

ŻYCKOWSKI M.

The main aim of the work is the integration of modalmetric sensor in one arm. The proposed sensor is a classical fiber optic cable which measuring arm is upgraded with multimode sensor. The theme of research is to assess the impact of modal changes to detection of mechanical disturbances and comparative assessment of detection capabilities interferometer sensor, modalmetric sensor and hybrid sensor for different types of excitations. The described tests, concerned area of basic research. The results can be used in the construction sensors with corresponding characteristics and properties to the appropriate applications as specially to protect of collection.

***

Quantum key as fiber optic security sensor

ŻYCKOWSKI M.

The paper describes the methodology of identification interference in optical fiber, it also presents the technology known as "QKD" Quantum Key Distribution. It is based on the technology of constant comparison the input quantum characteristics of light source with its characteristics at the end of fiber optic. Methodology of presented work includes the evaluation of the functional objectives through assumptions to develop laboratory models. The paper presents the model of a system based on the comparison of polarization states of light quanta using two asymmetric Mach-Zender interferometers as transmitting and receiving systems to enable compensation of polarization state changes at the input and output of fiber optic sensing cable. On the base of continuous monitoring the state of the reference signal, the specific changes natural or ambient effects on the fiber, will attempt to identify interference in the optical waveguide as a change in the polarization of the quantum states of the light. The authors indicate the possibility of using such a fiber optic sensor as a security sensor to protect of wide critical infrastructure facilities.
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