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OUTLINE OF THE POLISH ACOUSTICIANS HISTORY
PART II (1970-1989)

L. FILIPCZYNSKI

This study is the second part of a chronological complication of the most
important events in the scientific life of Polish acousticians in the past 20 years,
1970-1989. The first part of the outline, covering the years before 1969, was
published in the materials of 36th Open Seminar on Acoustics OSA’89, held in
Szczyrk-Bita, September 1989 [1]. It was also published in Archives of Acoustics 15,
1-2 (1990) [2]. The second part of the Outline was published in Polish in the
materials of the 37 th Open Seminar on Acoustics held in Gdansk, September 1990
[63].

Actually, the outline has been completed with new informations concerning the
period which ended in 1969.

Events of major importance in Polish acoustics

1970

a) “Ultrasound in Biology and Medicine” — UBIOMED 1. The first inter-
national conference on physics and technology of ultrasound in applications in
bioiogy and medicine, organized in Jabtonna by Ultrasonic Department of Institute
of Fundamental Technological Research, Polish Academy od Sciences [IFTR PAS]
(head: prof. L. FiLipczyNski) and by Acoustics Committee PAS [3, 4]. In the
following years, organization of the conference was taken over in succession by the
GDR, the Czechoslovakia, Hungary and the USSR. In 1983 UBIOMED VI was
again organized in Poland [5].

b) Open Seminar on Acoustics OSA-XVII, organized in Jaszowiec by
Upper-Silesian Section of Polish Acoustic Society in cooperation with Acoustics
Committee [6]. Annual continuation of these in 1970-1989.

¢) Creation of Noise Control League. The first president — prof. H. RYFFERT,
and then T. MaLINowskI 1979, Witold STraszEwicz 1983, J. MoTYLEWSKI 1987.

d) Creation of Section of Acoustics of Molecular Interactions in Liquids, at
Institute of Physics, Gdansk University (head: prof. A. SLiwmiski).

e¢) Environmental Laboratory of Noise and Vibration at Academy of Mining
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and Metallurgy in Krakow was organized (head: Z. ENGEL). Research on vibroacous-
tics, i.e. vibration and acoustic processes in machines, was started.

f) Piezomagnetics Lab. of Piezotronics Dept. at Institute of Electron Technology
was transferred to Institute of Physics PAS. In 1984, in this Institute a Piezomag-
netics Group of Magnetics Physics Dept. was created, headed by prof.
Z. KACZKOWSKIL

g) Coordination Centre for Construction Acoustics, at the Council for Mutal
Economic Aid, was organized with headquaarters in Bucharest. Prof. J. Sadowski was
elected the first president of the Scientific Technological Board. Members of the
board were prof. S. CzArRNECKI and prof. Z. ENGEL, as well [56].

h) 2-nd International Conference on Noise Control organized in Warsaw by
prof. S. CzArNECKI [10]. Subsequent conferences were organized in 1973 and 1975
[58, 60].

1971

a) Creation of Phoniatrics Lab. in the State College of Music in Warsaw (head:
doc. dr med. Z. PAwrowski), transformed in 1974 into Dept. of Voice Patho-
physiology and in 1980 into Phoniatrics Dept. The college was renamed to F.
Chopin Academy of Music.

b) Intensification of research on semiconductor acoustics and solid state
acoustooptics at Institute of Physics of Silesian Technical University (head: doc.
A. OpiLski), Department of Molecular Liquid Acoustics (head: doc. F. KUCZERA;
mgr E. SOCZKIEWICZ — co-worker), Quantum Acoustics (head: doc. A. OpILSKI) and
Solid State Acoustics (head: doc. Z. KLESZCZEWSKI) were created.

c) “Acoustics. Passive and Active Ultrasound Applications” Start of the first,
S-year research program PAN-20, worked out by Acoustics Committee and
coordinated by IFTR PAS, prof. J. KACPROWSKI

1972

a) The first Winter School “Molecular and Quantum Acoustics and Sonochemis-
try” organized in Zakopane by Institute of Physics, Silesian Technical University
(head: prof. A. OpiLsk1) and PTA. The conferences are held annually in Jaszowiec or
Wisla [7]. Since 1979, annals, containing materials of the conferences, have been
published by IFTR PAS [59].

b) Local circle Acoustics and Spectroscopy Lab. at Gdansk University was
created (head: dr J. Sulocki). :

¢) Publication of bibliographical index of papers on acoustics by Polish authors,
for 1966—1971. The previous index convered years 1945—1965 [8].
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d) The first, one-year, post-graduate course “Design of Noise Protection in
Construction” organized in Institute of Construction Technology for employers of
Design Bureau, Architecture Depts., Construction Supervision etc. (Head: prof. J.
Sapowski). Subsequent courses took place in 1973, 1974 [9].

1973

a) The 2nd Congress of Polish Science. A synthethic report “Current condition
and perspectives of development of scientific research on acoustics in Poland since
1985” prepared, based on 18 partial reports submitted by the acousticians com-
munity in Poland. The report includes Polish acoustic research centres, scope of their
research and staff [10].

b) Start of publication of an English language quarterly “Archives of Acoustics”.
Chief editor: prof. S. CzARNECKI, then prof. I. MALECKI: 1983-1987 and doc.
E. Danickr: 1987.

c¢) The first Winter School “Noise and Vibroacoustic Hazard Control” or-
ganized in Jaszowiec by Institute of Physics, Silesian Technical University (head:
prof. A. OpiLski) and Upper-Silesian Branch of PTA. The school is annual.

d) Creation of Local Research Laboratory of Noise and Vibration head: doc.
J. ZaLEwsk at Institute of Telecommunication and Acoustics Wroctaw Technical
University.

1974

a) Creation of Institute of Mechanics and Vibroacoustics at Academy of Mining
and Metallurgy in Krakow (head: prof. Z. Engel, team: doc. J. ADAMCZYK, doc.
S. BeDNACZ, prof. J. GIERGIEL, doc. dr S. KAsPRZYK, prof. K. ToMASZEWSKI, prof.
M. ZaBawA. In 1976 specialization in Machine Vibro-acoustics was started.

b) Prof. L. FiLipczyNski elected member of ICA for two terms till 1980 [11].

c) Start of publication of Scientific Transactions of the Research Centre of Radio
and Television. The publication ceased in mid-eighties. Transactions comprised of
papers on acoustics, electronics and electric circuit theory scientific editor: prof.
S. MiISZCZAK.

1975

Prof. L. FiLipczyNsKI elected vice-president of European Federation of Ultra-
sound in Medicine and Biology, for the term until 1979.
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1976

a) “Acoustic Methods in Technology and Medicine”. Start of research program-
me MR-1-24 for 1976-1980, worked out by Acoustics Committee and coordinated by
prof. J. RanacHowskl (IFTR PAS).

b) “Noise control” conference in Warsaw organized by prof. S. CZARNECKL
Subsegent conferences were held in 1979, 1982, 1985 and 1988, under auspices of
International Control Institute and were organized by prof. Z. ENGEL.

¢) Organization of Polish Symposium on Vibration, Technology and Vib-
roacoustics in Krakow by prof. Z. ENGEL. Subsequent Symposia took place regularly
in 1979, 1982, 1984, 1987. [12, 61, 62] .

d) The first conference “Applications in Electronics and Electrical Engineering”
took place in Jablonna, organized by prof. J. RANACHOWSKI [13, 14, 15]. Subsequent
conferences were hwld annually. In 1980 the conference was called “Electric and
Acoustic Methods of Inspection of Materials, Biological Structures and Mechanical
Systems” [16, 17, 18].

The conferences are also a meeting-place for Polish acousticians and permit
overview of annual achievements of CPBP 02.03 research programme “Acoustics in
Technology, Medicine and Culture” [19].

e) “Environment protection against noise in Poland”. Report prepared by
Institute of Construction Technology and Institute of Environment Formation head:
prof. J. Sapowskl for European Committee [20, 21.22].

1978

a) FASE 78. The second International Congress of FASE in Warsaw (president
— prof. S. CzARNECKI), organized by IFTR PAS under auspices of Acoustic
Committee PAS and Polish Acoustical Society (PTA). The Congress was opened by
a report by prof. I. MALECKI on quantum acoustics. During the congress, a meeting
of FASE Council was held. Prof. F. Francois (France) was elected new president,
prof. MALECKI (Poland) — new vice-president and prof. F. KoLMER (Tchechos-
lovakia) — chancellor, all of them for the term 1979-1982 [23, 24].

b) The first Polish-French “Ultrasound colloque” organized in Paris by Ecole
Pratique des Hautes Etudes, Groupement des Acousticiens de Langue Francaise and
Polish Academy of Sciences [25, 26]. Subsequent colloques took place in Jablonna
and Paris, alternatively 1982, 1984, 1987, 1989 and were organized in cooperation
with Acoustics Committee PAS and PTA [27, 28]. For the French part, the colloque
was organized by prof. L. PiMoNOv.

c) “Research on development of ultrasound methods and apparatus for medical
diagnostics”. State Prize of the 2nd degree for the team of prof. L. FiLipczyNski, dr
J. ETiIENNE, dr J. KoPeC, dr G. Lypacewicz, dr A. Nowickl, dr T. POWALOWSKI.

d) Musical Acoustics Laboratory of State Colege of Music in Gdansk later:
St. Moniuszko Academy of Music, Dept. of Composition and Music Theory was
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transformed into Section of Musical Acoustics, headed by doc. G. BupzyNski. The
section organized courses on: Fundamentals of Acoustics and Electroacoustics,
Technology of Experimental Music. Since 1981 the section has been headed by dr J.
REGENT.

1980

The first Spring School “Acoustooptics and Applications” with foreign par-
ticipants, organized by Institute of Experimental Physics, Gdansk University head:
prof. A. SLIwWINsKI in cooperation with PTA and IFTR PAS. Subsequent schools
were held in 1983, 1986, 1989 [29-35].

1981

“Acoustics in Technology and Medicine”. Start of research MR-I-24 worked ot by
Acoustics Committee and coordinated by prof. J. RanacHowski, IFTR PAS.

b) Prof. A. SLiwikski elected a member of ICA, for two terms until 1987.

¢) Prof. Z. JacopziNsk1 elected the president of Polish Acoustics Society. He
held the position until 1987. [1]

1982

a) Jubilee of 70th anniversary of prof. I. MALECKI, nestor of Polish acoustics [36,
371

b) Prof. I. MALECKI elected honorary member of FASE.

c) Institute, and since 1986 Research Centre of Health and Work Environment
Protection in Mining, was created, headed by doc. A. LirowczaN. The institute
consisted of two departments. Research in Health Protection Dept. included
vibration decrease diagnostics. In Dept. of Technical Acoustics, design of apparatus
for vibroacoustic diagnostics of mining machinery, in particular: design of vibration
transducers and corresponding instrumentation, was started.

d) “Psychoacoustics of Music”. International Summer School organized in
Jablonna by Acoustic Committee PAS and F. Chopin Academy of Music in Warsaw
head: prof. A. RAKOWSKI.

1984

a) “Noise and Vibration Hazard in Poland”. An expertise prepared by a team of
Acoustics Committee PAS, lead by prof. Z. ENGEL. The expertise was a matter of
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dispute at the State Council for Environment Protection and met some response in
plans of environment protection [38].

b) “Hydroacoustics”. The first symposium organized in Jastrzebia Géra by the
Naval Military Academy, Hydroacoustics Dept. of Gdansk Technical University and
Polish Acoustical Society PTA. Subsequent symposia are organized annually at the
coast [39-41].

¢) “Development of methods and systems for speech analysis and recognition”.
State Prize of the second degree for the team: prof. W. Jassem, prof. J. KACPROWSKI,
doc. P. Lobacz, doc. dr med. W. TrucHowski, dr R. GuBRYNOwICZ, dr
H. KuBzDELA, mgr W. MiIkieL for 1971-1982 [42].

1985

a) “First Symposium on Sound Engineering” organized by doc. M. SANKIEWICZ
of Dept. of Sound Engineering, Institute of Telecommunications, Gdansk Technical
University (head: doc. G. Bupzynski) [43]. Subsequent symposia were held
biannually: 1987 in Warsaw organized by Dept. of Sound Direction (head: doc.
H. CioLkosz and. Dept. of Musical Acoustics (head: prof. A. Rakowski, F. Chopin
Academy of Music [44]). 1989 in Krakow organized by Institute of Mechanics and
Vibroacoustics, Academy of Mining and Metallurgy and Acoustics Committee PAS;
organizer: J. AbaMczyk [45].

b) Department of Acoustics, A. Mickiewicz University, Poznan, transformed
into Institute of Acoustics (headed: doc. E. Ozimek).

c) Change of organization structure of Institute of Telecommunications and
Acoustics, Wroctaw Technical University (head: prof. W. Majewsk1l and Dept. of
Acoustics (head: doc. J. RENowski) were created; Local Noise and Vibration
Research Laboratory (head: doc. J. ZALEWSKI) continued its former research.

1986

a) Third Congress of Polish Science. Papers prepared, published in “Archiwum
Akustyki” summarize an almost two-year discussion about most recent problems of
acoustics development and specify forecast for Polish acoustics up to 2000 [46]. The
declaration and Resolution of the Congress considering preferences in acoustics
development and a list of Polish research plants doing in acoustics, their staff and
programmes of research were published in “Archiwum Akustyki” as well [47].

b) Research programme CPBP 02.03 “Acoustics in Technology, Medicine and
Culture”. Its Applications in Device and Process Design, proposed for 1986-1990 by
Acoustics Committee, was started, coordinated by prof. J. RaNacHowski (IFTR
PAS).
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c¢) First Winter School on Acoustic Intensometry in Karpacz 88 organized by
Wroctaw Branch of PTA and Institute of Telecommunications and Acoustics,
Wroclaw Technical University (head: dr H. IzoLczuk). The Second School took
place in 1988 in Karpacz. The school is heald biannually.

d) Signing of 3-year research cooperation agreement between PTA Polish
Acoustics Society and La Societé Francaise d’Acoustique; default prolongation by
subsequent 3-year period.

e) End of publication of “Archiwum Akustyki”. Polish quarterly started in 1966.
English language edition: “Archives of Acoustics” continued since 1987 chief editor is
doc. E. DANICKL

f) The third sub-programme “Enivironment Protection agains Noise and
Vibration head: prof. J. SApowsk1 of the research programme CPBR I1.4 was
started.

g) The second sub-programme “Survey, estimation and reduction of noise and
vibration hazards” of the research programme CPBR 11.1 “Human protection in
work environment” was started coordinator Central Institute of Work Protection.
Its aim is design of machines and tools with reduced noise and vibration level and
methods of noise and vibration measurement as well as valuation of relevant
national standards and guidelines for designers.

1987

“Prospects in Modern Acoustics Education and Development” International
ICA-IUPAP Conference in Jastrzgbia Gora organized by prof. A. SLIWINSKL

b) “Acoustic Emission Method in Science and Technology”. International
school organized under auspices of CISM Int. Centre of Mechanical Science in
Jablonna by prof. I. MALECKI and prof. J. RANACHOWSKI.

c¢) Prof. A. SLiwiNskr elected the president of PTA

1988

a) The first map of Poland showing noise polution in 1986 was made by the
team of prof. J. SADOWSKI.

b) “Protection Against Noise and Vibration” Report prepared by experts of
Acoustics Committee PAS, Institute of Construction Technology, Institute of
Environment Protection, Institute of Mechanics and Vibroacoustics, and Noise
Control League for Dept. of Environment and Natural Resources Protection, as
a part of natural resources programme till 2010, head of the team: prof. J. SADOWSKI.

1989

First Symposium on Electroacoustics organized in February 1989 in Czerniejew near
Poznan by the Institute of Acoustics of the Adam Mickiewicz. University in Poznan in
cooperation with ZWG “TONSIL” in Wrzesnia.
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Supplement to the period before 1989
1938

Witold Jankowskl, MDr, graduate of Faculty of Medicine, Lwoéw University
published a paper “Powiklania wewnatrzczaszkowe zapalenia ucha srodkowego”,
Pol. Gaz. Lek., 17, 25, 519-524 (1938) [57].

1946

a) After emigration from Lwow to Zabrze in 1950, doc. dr med. T. CeEYPEK
graduate of Faculty of Medicine, Lwow University, organized and led Otolaryn-
gology Dept. and Clinic at Silesian Medical Academy, Zabrze.

b) Doc dr med. W. JANKOWSKI arrived in Wroclaw and organized Otolaryn-
gology Clinics.

1951

Prof. B. ZAPI6R started rtesearch in sonochemistry at Dept. of General
Chemistry Jagiellonian University, Krakow. In 1961 the team was joined by dr A.
Juszkiewicz, who led the team after retirement of prof. B. ZAPIOR since 1978.

1953

a) Mgr Z. Kaczkowskl started research on magnetostrictive materials in
Magnetic Materials Laboratory, Dept. of Electronics, IFTR PAS head: prof.
J. GROSZKOWSKI.

b) Prof. T. CEYPEK commenced research in industrial audiology, and especially
an injuries inmining and metallurgy, and cooperated with other Polish research
centres.

c) Prof. W. JAnkowsk1 became head of Dept. and Clinic of Otolaryngology,
continued cooperation with other acoustic research centres in Poland.

1956

a) W. Jassem, Ph.D., English philology, head of Phonography Dept. Poznan
University, started work for IFTR PAS by organizing in Poznan Acoustic Phonetics
Laboratory.
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b) Mgr R. PLowiec, Dept. of Vibration Research IFTR PAS, started research on
problems of ultrasound measurement.

1965

Prof. H. RYFFERT elected the president of PTA. She held the position till 1981
1]

1966

Institute of Electron Technology PAS was created. In 1966-1967 doc. Z.
Kaczkowskl was organizing Piezomagnetics Laboratory at Dept. of Piezoelect-
TONics.
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Ultrasonography is based on the competent interpretation of ultrasonic images of the
patients organs. Factors enabling a correct diagnosis are of qualitative character, mainly,
because in the first place they depend on the experience of the specialist performing the
examination.

However, a necessity of describing certain quantities with numbers appeared already
in the early stages of development of ultrasonography. This need becomes more and more
apparent and even essential in certain domains of ultrasonography where Doppler
techniques are applied.

If 1958 would be accepted as the year of advent of clinical ultrasonography, then
practically from that moment the following question was a live issue: if and when
ultrasound can be harmful — especially to subtle fetal structures? This question gave origin
to ultrasonic dosimetry, which was to answer how high intensities — how many W/cm? are
introduced into examined structures and if it is permissible. This still remains a current and
widely discussed problem.

Doppler techniques, strongly related at present with utrasonography, are the second
domain requiring numerical parameters. The qualitative analysis of the morphology of the
blood flow velocity curve was sufficient in the first stage of development of the Doppler
technique. But before long quantitative indices were introduced and further developments
were aimed at the determination of the blood’s linear velocity in m/s, and then — volume
velocity called also volume flow, measured in ml/min, most frequently.

The moment when microcomputer technique was introduced to ultrasonography, it
became possible to determine linear dimensions of examined structures directly from ultra-
sonographic images, their surface, at certain additional assumptions concerning their
volume, as well as the velocity of movable structures. It was also possible to introduce
methods of spectral analysis in real time. This is of particular importance to cardiological
ultrasonography. Quantitative determination of the blood pressure gradient from blood
velocity measurement was also made possible.

And finally, the noninvasive determination of hemodynamic impendace (resistance)
and vessel rigidity by means of associated ultrasonographic and Doppler techniques is the
latest field developed at present.

This paper will discuss details of presented here methods and techniques, as well as
prospects of their further development taking into account mainly the Polish achievements
in this field.
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Ultrasonography is based on the competent interpretation of ultrasonographic
images of the patients internal organs. An old Chinese proverb says that one picture
supplies more information than a thousand words. Factors which make a good
diagnosis possible are mostly of qualitative character and are dependent on the
experience of the specialist performing the examination.

Yet, the necessity of characterizing certain quantities with numbers appeared as
early as the first period of development of ultrasonography. This necessity becomes
more and more noticeable and even essential in certain ranges of ultrasonography,
where Doppler techniques are applied.

The year 1958 can be accepted as the conventional date of birth of clinical
ultrasonography, because it was then that the excellent British periodical “The
Lancet” printed a paper by professor DONALD from the University Clinic in
Glasgow, doctor VICAR and enginner BROWN from the Kelwin Hughes Company,
containing for the first time images obtained with ultrasound of the uterus, cysts of
the ovaries, ascites and neoplasmas in a pregnant woman [3]. In order to evaluate
the progress made from that time, you only need to look at present obtained from
computer-aided ultrasonographs ultrasonograms of the fetal head, which might be
called portraits from profile or en face. :

We owe this giant progress, happening during the life time of one generation, to
the incredible development and pioneer research of acousticians, electronic engineers
and computer scientists, supported by the research of clinicians applying the method
of successive step by step development.

However, from the first moment the question arouse: may ultrasound be
harmful — to subtle fetal structure especially and when can, this happen? Can effects
of ultrasonic activity turn out to be as harmful as ionizing radiation? What is the
permissible dose? These questions have accompanied all initial research within
ultrasonography and they still remain the subject of international interest.

The first ultrasonograms in Poland were obtained in 1966 [14] with a UG-1
ultrasonograph (Figs. 1, 2) constructed by our team in the Institute of Fundamental
Technological Research (IFTR) of the Polish Academy of Sciences. We obtained first
ultrasonograms of pregnant women (Figs. 3, 4). As far back as then we developed
two original methods of measuring the ultrasonic intensities radiated into the
patients abdominal cavity (Fig. 5), achieving results of 2 mV/em? SATA equivalent
to about 5 mV/cm? SPTA [16]. Fig. 6 presents permissible doses of ultrasound
intensity according to the American Institute of Ultrasound in Medicine ATUM [1].
Doses applied in our first and further research should be located near the lowest
dashed line. Hence, they were about 10 times lower than permissible values.

The problem of permissible ultrasonic doses has acquired new dimensions at
present, because of new additional safety criteria imposed on liltrasonic examinations
including temperature effects. The last conference organized at the Illinois University
in Urbana in June 1990 was dedicated to this issue. The ATUM-Institute recomends
the criterion of maximal permissible increase of the fetus’es temperature equal to 1°C
over the physiological temperature [1]. Examinations of seven species of mammals



Fic.1. The original ultrasonograph UG-1. The ultrasonic probe frequency 2 MHz was coupled
mechanically by means of a pantograph with the movable cathode ray tube [14] (1966).

FiG. 2. Ultrasonograph UG-1 during examination of a pregnant woman. Left — dr G. Lypacewicz, right
— dr J. Etienne [14] (1966).

2 [209]



FiG. 3. Longitudinal ultrasonogram of the woman with visible cistis ovari and uterus [14] (1966).

FiG. 4. Transverse ultrasonogram with visible vesica urinaria and uterus [14] (1966).

[210)
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FiG. 5. Principle of the capacitance and electrodynamic absolute measurement methods of ultrasound
intensity [14], [16], (1966).
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FiG. 6. Minimum SPTA (Space Peak Time Averaged) intensities required for ultrasonic bioeffects based
on the specified AIUM (American Institute of Ultrasound in Medicine) recommendation. The hatched
area corresponds to the lowest intensity levels which may cause a temperature pise of 1 C.

and anamnesis with mothers who had fever during their pregnancy indicate explicitly
that a temperature elevation exceeding 2°C is very frequently the reason for teratism
due to dysplasia of the embryo, since hyperthermia destructively influences the
development of its nervous system.

This problem is of lively interest to scientists investigating the effect of
ultrasound on living tissues, clinicians applying ultrasonic devices and producers of
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these devices. Also a special group consisting of scientists devoted to this issue was
created by the World Heath Organization (WHO,).

The “in situ” temperature measurement is very difficult in practice or may be
even impossible to perform. Therefore it was estimated that in case of this criterion,
the threshold value of intensity may be equal to 200 mW/cm? SATA [1] (about 500
mW/cm? SPTA). This limit seems not to be exceeded by visualizing ultrasonic
systems, however, Doppler systems are now controversial from this point of view
with reference to their application in obstetrics.

Research performed in many scientific centres consists in the experimental
research of ultrasound attenuation on the path between the surface of the body and
internal wall of the uterus. In this way the intensity of waves reaching the embryo
can be determined and the temperature increase may be estimated [25].

We have taken up this subject concerning early pregnancy [4] as the first
already in 1976. Our method consisted in the insertion of reflectors in the form of
stainless steel balls mounted on a rod into the uterus of a patient immediately before
legal abortion (Fig. 7). Then the measurement was repeated in water for the same
geometry of the ball and probe location. Amplitudes of echoes achieved in both cases
were compared and losses of the signal on the path from the surface of the body to
the inside of the uterus were determined. The lowest value of ultrasound intensity
attenuation on this path was equal to 6dB. American scientific centers, such as

FIG. 7. Principle of signal loss measurements in pregnant women [4] (1976).
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universities in Cincinatti and Illinois, are now working on this subject. Recently prof.
O’BrieN performed attenuation measurements on the path from the surface of the
abdomen to the inside wall of the vagina in 40 women aged 20-30 years and
obtained an average attenuation of about 3.5 dB. Thus corresponds to an about
2 times smaller intensity when compared with the value on the body surface. In an
extreme individual case it was only 10% smaller.

We have been occupied with the problem of temperature in diagnostic
examinations in 1976 already [7, 8] and we have proved that the Doppler apparatus
may generate temperature elevations reaching about 10°C. Such measurements were
performed on the surface of the body with thermovision apparatus [6, 10]. It was an
extreme case concerning one of the first foreign Doppler apparatus for examination
of the peripheral circulatory system.

We have dedicated several papers concerning diagnostic devices, as well as
lithotripsy lately, [9, 11, 23, 25] to the problem of heat generation.

We have continued work on the visualization and permissible doses of
ultrasounds also from the point of view of ophtalmology since 1967. Figure
8 presents the first in Poland and one of the first in the world ultrasonogram of

FiG. 8. Ultrasonogram of the normal eye obtained by the compound scanning system with frequency of 10
MHz [15] (1967).

a normal eye [15, 13] and Fig. 9 shows a special ophtalmic ultrasonograph
constructed by us at that time. Performed by us quantitative investigations of the
influence of ultrasound intensity on eye tissues of a rabbit proved that first signs of
lesions in the eyes retina were observed at intensities of approximately 200 W/cm?
(SATP) [21]. On the basis of these results the intensity of ultrasonographs produced
in Poland according to our conception was limited [18].

After 20 years we still perform intensity measurements of various types of foreign
and Polish ultrasonographs in our laboratory using for this purpose membrane
PVDF hydrophones. As for ophtalmology, we should mention the quantitative
determination of the distance between various structures in the eye the so-called eye
biometry with special ultrasonographs with presentation A. This method is nowa-
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FIG. 9. The original compound scanning ultrasonograph for visualization of the eye [15] (1967).

days also applied to determine the parameters of plastic lenses implanted in the eye
during cataract operations.

Noninvasive Doppler technique, strongly associated with ultrasonography at
present, is the next domain which requires numerical parameters. In the first stage of
development of this technique, the qualitative morphological analysis of the blood
velocity curve was sufficient. Before long quantitative indices were introduced and
further development was aimed at the determination of the linear velocity of blood in
m/s, and then volume velocity, called volume flow, measured most frequently in
ml/min. It is impossible to localize an examined vessel with the simplest continuous
wave technique, whereas by means of the pulse method not only vessels can be
localized, but also blood velocity and its distribution inside a vessel can be measured.

We have made first quantitative measurements of volume flow of blood in the
carotid arteries in humans in 1975 [2], using several various ultrasonic methods at
the same time [34, 46, 17] and obtaining the average value of 0.53 I/min (Fig. 10).
Several techniques based on designed by us instruments have been applied in this
research; visualization (Fig. 11) continuous wave Doppler technique, spectral
analysis, pulse Doppler with double switchable beams. This last technique made it
possible to eliminate the generally unknown inclination of the ultrasonic beam with
respect to the direction of the blood flow. It was used by us to measure profiles of
blood velocity distribution in the artery during the full cycle of the heart action. The
information on the inclination angle and the geometry of the vessel can be nowadays
read directly off the screen when the Doppler method is incorporated into the
ultrasonographic equipment.
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Fic. 10. Results of blood flow measurements in the carotid artery during one cycle of the heart action
carried out by means of the pulse method (a), continuous wave method (b), and spectral analysis
(c) [2] (1976).

FiG. 11. The image of the carotid artery where measurements of the blood flow velocity and its
distribution were carried out [2] (1976).
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The determination of the unknown angle between the direction of the ultrasonic
beam and the blood flow has been automated by designing a special processor which
directly records blood velocity in digital form. The processor was built into the
continuous wave Doppler device [45]. Examples of such measurements carried out
in various arteries are presented in Fig. 12.
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FIG. 12. Quantitative blood velocity examinations by means of an automatic Doppler system eliminating
the angle dependence between the ultrasonic beam and blond direction [17, 45] (1978).

The time interval histogram analysis was the next method which made the
evaluation of vascular flow disturbances possible. It is a certain kind of simplified
spectral analysis performed in actual time used to recognize and evaluate disturb-
ances of the blood flow. Figure 13 presents measurements of blood flow and
histograms made before and after an operation of stenotic arteries [54].

The possibility of determining the size of collateral circulation in the thigh as the
difference between the total flow, determined by means of the rheographic method in
a thigh segment, and the amount of blood flowing through the femoral artery,
determined by means of the ultrasonic Doppler technique is an interesting example
of quantitative ultrasonography. On this basis the collateral circulation index can be
determined; this quantity may be of great diagnostic significance [55, 37].

From the moment when microcomputer techniques were introduced to ultra-
sonography it became possible to determine linear dimensions of examined struc-
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FiG. 13. Blood flow velocity curves (upper patterns) and histograms (lower patterns) in a patient before b,
. e and after B, E operation of stenotic arteries [53].

tures directly from ultrasonographic images, their surface, their volume at certain
additional assumptions, grey histograms, as well as velocities of moving structures.
This is of particular importance in cardiology. The visualization of flowing blood
became possible by connecting the ultrasonograph with the Doppler technique and
by developing the SEC Doppler technique (Stationary Echoes Cancellation) [39],
which was adapted from radar technique. Figure 14 presents the visualization of
blood flow in the jugular vein and the aorta at the same time [22], while in Fig. 15
we have records of blood flow in several heart structures obtained by means of this
method. The method for investigation of coronary graft patency was developed on
the basis of the SEC technique [407]. The application of colour is the further stage of
development of this technique. It can be used to code the direction or even the
velocity of blood flowing in big vessels, the heart above all.

At the present moment foreign centres are working on the idea of denoting the
direction of blood flow with vectors in the form of small arrows additionally printed
on the colour. Also a method for the determination of the stroke volume in liters of
blood was worked out for cardiologic application. It is done by measuring the blood
velocity in the aorta and by measuring the diameter of the aorta. An original method
for detecting innocent vibratory heart murmurs in children was elaborated on the
basis of the cepstrum analysis [38].



F1G. 14. Simultaneous visualization of the negative blood flow in the jugular vein (V) and the positive one
in the aorta (A) by means of the SEC technique. The electric gate (B) enables measurements of the blood
velocity at the chosen depth [22] (1982).
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F1G. 15. The succeding records of time markers, ECG (a) FONO (B) and of Doppler blood velocities (c)
carried out at 6 points at different depth in a childs heart by the UDP-30-SEC apparatus [22] (1982).

[218]
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The Doppler transcranial technique for measurements of blood flows in cerebral
arteries is an interesting method. Qualitative data achieved from the analysis of the
blood veocity curve in terms of time are supplemented with spectral analysis in real
time. However, this method does not result in quantitative data, yet it makes it
possible to estimate disturbances of blood flowing in examined arteries. An example
of such an examination is shown in Fig. 16.

FiG. 16. Blood velocity measurements in the middle brain artery in terms of time carried out by means of
the transcranial Doppler device IPPT PAN-Sonomed, Warsaw

The analysis of blood flow disturbances due to vascular pathologies is the
subject of many papers, including Polish ones [41]. First of all, a system and device
for bidirectional measurements of blood flow was developed to make correct
interpretations of flows in disturbed areas possible [44]. Further research concent-
rated on methods for evaluation of the degree of disturbance by means of the
analysis of Doppler signals in the domain of time [42] (Fig. 17). They were found
helpful in determining methods of maximum blood flow velocity measurements using
time interval histograms.

The determination of pressure gradients by means of blood velocity measure-
ments is an interesting example of quantitative application of ultrasonography. This
technique is based on the simplified Bernoulli’s theorem [29, 37].

Another method of determining pressure in vessels was elaborated in our
Department in 1985. This method consists in tracing movements of both vessel walls
and measuring their displacement by means of the echo method in presentation A
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FIG. 17. Maximum and average frequencies (upper patterns) measured by means of the developed method
[42] and the corresponding five various frequency bands of the signal shown by means of histograms
(lower patterns).
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FiG. 18. Simultaneous recordings of the measured carotid artery walls movements and the heart beat
frequency (A), changes of the carotid artery diameter (B) and the blood velocity (C) [46, 47] (1981, 1988).
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[49, 51]. On the basis of a wide experimental material a relationship between the
change in the vessels cross-section and internal pressure can be found [50]. The
volume flow in ml/min is determined by measuring blood flow velocity with the
Doppler method and by measuring the vessels cross-section (Fig. 18) On
the basis of blood pressure and volume flow changes determined at the same time,
the microprocessor calculated the hemodynamic impedance of the vascular system
[48, 47].

Figure 19 presents the hemodynamic impedance of the carotid artery, obtained
with this method. The whole calculation procedure is automatic and it is carried out
by a special computer while the measurement is made with a duplex type special
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FiG. 19. Hemodynamic impedance (modulus and phase) in the carotid artery determined in the case of

6 patients (left) and the equivalent electrical model with the corresponding hemodynamic impedance
(right) [46, 47] (1981, 1988).
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head. This method can be used not only for the noninvasive determination of the
hemodynamic impedance, but also for the determination of the vessels rigidity by
means of joined ultrasonographic and Doppler technique.

The determination of a quantitative limit of pathologic structure detectability
with ultrasonography is a very significant problem. The general case of this problem
is very complicated because of various shapes, acoustic properties and structures of
detected tissular systems. However, it is worth to make an atempt of answering this
question for particular cases.

We have chosen calcifications occurring in the early stage of the neoplastic
(disease in breasts. This issue was analysed on two models, namely calcifications in
the form of elastic and rigid spheres. Two detection methods were considered,
shadow and echo methods. We have developed the theory of a shadow behind
a sphere, confirming it experimentally [12]. It was proved that the detectable
calcification must have the diameter of at least 3 mm at frequency of 5 MHz when
using the shadow method [20].

Analysing detectability by means of the echo method we have determined the
level of tissue interference background on the basis of measurements performed in 82
breasts of healthy women, aged 20-35 years (Fig. 20). It is caused by reflections and
interferences on the boundaries of different tissues and due to their heterogeneity.
Performed measurements, statistically analysed, have led to the determination of the
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F1G. 20. Meassurement technique for the determination of the tissue infering background in female breasts
[20]. :
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minimum diameter of detected calcifications, equal to 04 mm [20, 52]. The
possibility of distinguishing echoes of calcifications increases during the detection of
calcifications on the background of the neoplasms shadow.

If the tissue interference background is neglected, then detectability increases by
one order of magnitude, as marked with a dashed line in Fig. 21.
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FIG. 21. Calcification detectability in breast. S—calcification detectable by shadow, E-by echo, dashed
line-in an anechoic area, dotted line — detected experimentally [20].

Another example of the determination of the quantitative detectability limit is
the estimation of this quantity in the case of gas bubbles in divers blood [12].

The diagnosis of pleural exudate and the localization of pleural fluids is an
interesting possibility of ultrasonographic application. Quantitative investigations
have indicated that the ultrasonic method can be used to detect very small amounts
of fluids by 3 to 5 ml, smaller than with radiological examinations [28].

The microultrasonographic technique is also an interesting one. It allows local
measurements of echogeneity and structure of tissue on microscopic level. In this
case we apply ultrasonic visualization methods — the echo and shadow methods,
however, at very high frequencies, several hundred times higher than those applied in
classical ultrasonography. This is a technique realized in an ultrasonic microscope
[56, 57]. Similarly as in ultrasonography scanning of the object with a focused
ultrasonic beam is applied. At very high frequency equal to 2000 MHz the resolution
is about 1 um. This technique was applied by Goss and O’BRrieN, who for example
proved that collagen demonstrates the highest velocity of the acoustic wave and
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therefore highest impedance and, what follows, the highest echogeneity among soft
tissular structures [27].

The possibility of investigations of cells in vivo, e.g. neoplastic cells, of
determining acoustic parameters of these objects and of observing their dynamics are
the important advantages of an acoustic microscope. An in vivo image with a signal
distribution along a determined line [33, 31, 32] can be an example. It can be used to
determine the impedance and attenuation of structures in observed cells (Fig. 22).

FiG. 22. Distribution of the acoustic signal along the living cell obtained by means of the acoustical
microscope with the frequency of 2GHz enabling the determination of the local impedance, attenuation
and thickness [33, 32]

Conclusions

To finish this review it seems useful to consider the following five trends of
quantitative ultrasonography development:

1. Tissue characterization. Research is aimed at the determination of types of
pathologies of detected structures. It is a very complicated problem. Information
about these structures which should be obtained in vivo depends on many
parameters, such as: frequency, attenuation, scattering, geometry, spectral parame-
ters of tissues, parameters of ultrasonic beams penetrating the tissues etc. Thus, the
work performed within this topic during the last 20 years has not given satisfactory
results. Several leading centres have developed certain conceptions, but they are put
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to clinical use only within those centres for their own use [53]. Clinical investigations
on a large scale, which would allow the acceptation or rejection of these conceptions,
can not be carried out due to a lack of highly advanced and availabe apparatus.
Producers of ultrasonographs have yet not decided to take the risk of investing in
this type of equipment.

2. Biometry. Measurements of distances, dimensions and velocities of examined
structures have developed excellently owing to the introduction of microcomputers.
They are widely applied in cardiology, ophthalmology, internal medicine etc. and
their application will still increase. A quick further development of blood flow
visualization and measurements exceeding present cardiological applications should
be expected.

3. Ultrasonic dosimetry. This problem is constantly current’ especially in
obstetrics, since it was stated that ultrasound may have an harmfull thermal effect on
the nervous system of the embryo. Several groups of scientists abroad are working
on this problem right now. The creation of a special committee for the investigation
of this problem in the World Health Organization indicates its importance. It seems
an optimal solution to design a special dosimetric device which would measure the
dose accepted by every patient during an ultrasonic examination. On the basis of
such an information it would be possible to carry out credible epidemiologic
research in this field.

4. Microultrasonography. This new technique has interesting perspectives. First
of all it makes possible to determine acoustic properties and, consequently,
echogeneity of various tissue structures including pathological ones. This could be of
great importance for characterization of tissues. Besides, this new field can find
application in examinations “in vivo” of tissues and cells, their dynamics etc., what is
impossible with such techniques as optic or electron microscopy.

5. Vascular ultrasonography. It seems that this specialization will develop
quickly and will be quickly introduced to clinical ultrasonography. There are already
possibilities of measurements of movements of vascular walls of blood flow
determination, measurements of blood pressure dynamics as well as determination of
hemodynamic impendance and even the rigidity of vessels. This absolutely new
information can be achieved with fully noninvasive ultrasonic method “in vivo”.

Moreover, further progress in microelectronics and in ultrasonic technology
undoubtedly will result in the development and price decrease of the existing
ultrasonic instrumentation and in the construction of new models, which will enable
the introduction of new ideas of quantitative ultrasonography to clinical practice.
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TRANSFER IMPEDANCE OF A THREE-LAYER VISCOELASTIC ROD
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(80-952 Gdansk ul. Wita Stwosza 57)

The present work is an attempt to apply the transfer impedance method to the
investigation of systems composed of several layers of a material with known viscoelastic
properties. A multilayer rod excited to longitudinal vibrations is examined theoretically.
The end of the rod is stiffly connected with an optional mass. We assume that the
component layers are homogeneous whereas the specific wave impedance undergoes
jump-like changes at the border of the layers. In order to find the expression for the transfer
impedance of the rod considered, the electromechanical analogies are used. The formulae
given in the work allow to find the transfer impedance modulus which well describes the
ability of a given structure to energy transmission. So, knowing the sound velocity ¢, and
loss factor n, for a given layer of the material, one can determine the components of
propagation constant o, and f§, which subsequently allow to find the modulus of the
transfer impedance for an optional frequency, at the fulfilled condition that the length of the
longitudinal wave in the rod is much bigger than the lateral dimension of the rod. To
illustrate the usefulness of the introduced formulae, a number of numerical investigations for
vibroisolating materials are made. The influence of the mutual configuration of layers and
their properties as components on the transfer impedance of the composed rod-like
specimen is discussed.

Praca stanowi probg zastosowania impedancji przenoszenia do badania uktadow
zlozonych z kilku warstw materiatu o znanych wlasnosciach lepkosprezystych. Rozpatrzono
teoretycznie przypadek preta lepkosprezystego zlozonego z trzech roznych warstw i pobu-
dzanego do drgan harmonicznych. Zalozono, ze warstwy skladowe sa jednorodne, przy
czym na granicy warstw impedancja falowa zmienia sie skokowo. Wyprowadzono wzory na
czg§¢ rzeczywista i urojong impedancji przenoszenia preta polaczonego sztywno z dowolna
masa oraz podano przykladowe wyniki obliczen numerycznych, pokazujacych wplyw
konfiguracji warstw na charakter zmian modutu impedancji przenoszenia rozpatrywanego
preta.

1. Introduction

Designing of sandwich type partitions of given insulating properties requires
determination of acoustic impedance not only for separate layered components but
also for complex structures as their effective values. There are papers related to
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evaluation of transmission and reflection coefficients of layered media [4, 5]. In [8]
a partition of the impedance gradient distribution across its thickness was suggested.
Such a system may be constructed as consisting of many layers differing among each
other of a small jump of impedance. Construction of layered elements requires
measurements of impedance variations during joining layers together. Works [6, 1, 2,
3] have shown that when applying measurements of mechanical impedance (input or
transfer ones), it is easy to determine the viscoelastic properties of rubber-like
materials. The present work is an attempt of applying the transfer impedance method
to the investigation of systems composed of several layers of a material with known
viscoelastic properties.

In this paper the general equation of transfer impedance of a three-layer
viscoelastic rod, stiffly connected with an optional mass, has been derived and the
influence of the mutual configuration of layers and their properties as components
on the transfer impedance modulus of the composed rod-like specimen have been
presented.

2. Theory

Let us consider the situation shown in Fig. 1 which presents a theoretical model
of a three-layer rod excited to longitudinal vibrations at point x = 0. The end of the

Vout
V'n ,-u_u.'
- b { ly
Z i M
( |) Q1SN |Q G0N 9353"13_@
0 { X

Fi1G. 1. Theoretical model of a three-layer rod-like specimen excited to longitudinal vibrations by a shaker
and loaded statically by mass M

rod is stiffly connected with as optional mass M. It is assumed that the component
layers are homogeneous whereas the specific wave impedance undergoes jump-like
changes at the border of the layers. The considered rod is, thus, a combination of
three rods of different wave impedances Z,;, Z,, and Z,3. Besides it is assumed that
the cross-section is constant along the rod and its lateral dimension is much smaller
than the length of the longitudinal wave propagating in the rod. In order to find the
expression for the transfer impedance of the rod considered, one makes use of
electromechanical analogies. The analogue of the rod presented in Fig. 1 is the
wave-guide loaded by inductivity which can be regarded as a chain connection of
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three mechanical four-poles [9]. The connection between the force and vibration
velocity at the ends of the rod can be thus expressed by the following matrix

equation:
Fi | _ chy,l ZO1Sh?1[1j| chy,l, ZOZSthZ]
V; Zotshy,l,  chyly || Zos'shy,l, chy,l,

[Ch?sis Zoashi’sla] [Fom] (1)
Zg3shysly chysly || Vou

where F,,, Vi, and F,, V., are the complex forces and complex vibration velocities
at input and output of the specimen, Z, is the wave impedance, [ is the component
rod length, y is the complex propagation constant, y = a+ip where « and f are the

attenuation constant and phase constant, respectively. These latter can be expressed
in terms of the material parameters [7] as

B =Bo/D+1/\/2D, o =Po/D—1/5/2D, (2, 3)
ﬁo N znf(Q/Ed)uzs D &5 1+’12: (4: 5)

in which E, is the dynamic Young’s modulus, # is the loss factor, g is the density and
fis the frequency. The chain of three four-poles presented in Fig. 2 can be reduced to

in Ly a a a . Eu!
v AJ‘ AZ A.? Vv
in ® Vou

FiG. 2. Three-layer rod-like specimen regarded as a chain connection of three mechanical four-poles

an equivalent four-pole whose chain matrix is equal to the product of the chain
matrixes of the component fourpoles [9], and equation (1) can be put down as

Fin % A B Fout
AR 0

from which one obtains the expression for force Fi,

Fin g AFout+BVout (7)

Substituting Fo, = ioMV,, for (7) one gets
Fi, = (ioM A+ B) Vou, (8)

and finally the complex transfer impedance of the three-layer rod is found from the
ratio of the exciting force F;, to the vibration velocity Vou

F.
Z, =" =ioMA+B 9)

out
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where elements 4 and B of the equivalent matrix (6) are expressed by the viscoelastic
parameters of each rod layer as follows:

A = chylichy,l,chyyly+ Zo shy |, Zg, shy,l,-chy,l, +
+chyly Zoashy, 1, Zo5 shysly+ Zoy shy, 1, -chy,l,  Zos shy,l,  (10)
B = chy,lchy,l, Zosshy;l; + Zoyshy,l - Z5, shy,l, Zosshy,l, +
+chy,ly-Zoyshy,lehy,ly + Zoyoshyl -chy,l,-chysl, (1)

The real and imaginary parts of the complex transfer impedance written in an
explicit form are given in the Appendix.

Formulas (9), (10) and (11) allow to find real and imaginary part of the transfer
impedance for a given frequency if only one knows viscoelastic properties, i.e. sound
velocity ¢ and loss factor n for each layer of the material. The calculations can be
carried out at optional boundary conditions accepting different values of loading
mass M. Finally the transfer impedance modulus which describes well the ability of
a structure to energy transmission is calculated. Putting in calculations [, = 0 one
can proceed in a simple way to a two-layer system or when accepting Iy =0 and
I, = 0 one obtains expressions for transfer impedance for a homogeneous rod, given
earlier in [2].

3. Numerical calculations

Some examples of the results of a three-layer rod calculations versus the
sequence of the layers are shown in Fig. 3. The calculations were made in the

]045,.....‘. L LA S BLAAALL IS S A B R
3 / fo ol
r abc, {'1'\ f.f/bac:
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FiG. 3. Transfer impedance modulus for the different configuration of layers; a-Flastomer Z-22,
b-Elastomer Z-7, c-Polyurethane Syntactic Foam. Calculations were made for M. /m = 1, where M is the
loading mass and m is the total mass of the three-layer specimen
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frequency range from 0 Hz up to 3000 Hz. The following values have been accepted
for the calculations: ¢; = 60 m/s, n, = 0.35, ¢, = 936 kg/m?, ¢, = 95 m/s, 5, = 0.14,
0, = 1129 kg/m>, ¢; =270 m/s, n, = 0.13, g; = 1313 kg/m® appearing for real
rubber —like materials i.e. Polyurethane Syntactic Foam, Flastomer Z-7 and
Elastomer Z-22, respectively. Six different configurations abc, cab, cba, acb, bac and
bca were numerically examined. As seen from the figure, the character of the changes
of transfer impedance modulus of the regarded layer system is similar to the
configuration of layers abc and acb as well as bca and cba. The influence of the
mutual configuration of layers on the transfer impedance modulus is evident.

4. Conclusions

The introduced formulas enable a quick numerical analysis of transfer impedan-
ce modulus for an optional two- or three-layer system with required viscoelastic
properties. The method enables to control how the transfer impedance modulus is
varied depending on the sequence of layers and their viscoelastic properties. In the
author’s opinion, the presented method of numerical analysis of transfer impedance
should be helpful in the estimation of the properties of viscoelastic layer systems and
may enable their right selection for the vibration minimization. It is worth
emphasizing that the above analysis can be carried out with the help of relatively
simple microcomputers.

APPENDIX

In order to write down expression for real and imaginary parts of the complex
transfer impedance in an explicit form, elements 4 and B (see eq. (10) and (11)) of
matrix (6) should be expressed by the viscoelastic parameters of each rod layer. To
do this, the following substitutions can be introduced:

. Swe, B Swe,a
Zo - 5 — n )I, e, nn
n xu+lyrl xn a3+ﬁ& yn a£+ﬁ3 (Al)
z—l = - - ﬁn a"
on = U,—iW,, u, w, = E, = cha,l,cos B,1, (A2)

wg,S’
F,=shol sinf l,, H,=sha,lcosp,l, K,=cha,lsing,l, (A3)

 wg,S

where Z,, is the wave impedance, «, is the attenuation constant, f, is the phase
constant, g, is the material density, S is the cross-sectional area of the rod, I, is the
component rod length, n is the number of successive layer (n = 1,2, 3),i=./—1is
the imaginary unit. The attenuation constant «, and the phase constant f, can be
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expressed in terms of dynamic characteristics as

w D,—1
= — n:.—.. = = 7 Dil= 1 : A4
ﬁn c, o ﬁ \/m v +1n ( )

where ¢, is the sound velocity and #, is the loss factor.

Using the above given substitutions, after the calculations according to (10), (11),
(9) and by applying several mathematical manipulations and transformations one
obtains the final form of the expression for the real and imaginary part of transfer
impedance of three-layer rod in the following form:

Re(Z,) = a)M[E3(E1F2+F1E2)+F3(E1E2—-F1F2)+
+(H, K, + K, H,) (x,W,F3+ XU, E; + y, W, E3 — y u,Fa) +

+(HH,— K, K,)(xuFy+yuE3+y,w, F3—x,w,E5) +
+(E,K,+F H,)(x,usHy+x,w3 K3+ y,w Hy — y,u,K3) +
+(E H,—FK,) (x,u3K5 + yyusHs + y,wa Ky —x, w3 Hy) +
+(H F,+ K E,) (xusHy+x,w3 K3 +y,wiHy — yus Ky) +
+(H,E,— K, F,)(x,u;K;+y,usHy +y, w3 K3 —x,w;H,)] +
+E E;(x3H;—y3K3)—EF,(y3H3+ x3K3)—F,E;(y3Hy +x3K;3)—
—F Fy(x3H;—y3K3) + EE5(x,H, — y,K;)—E F3(x, K, +y,H,) —
—F,E5(x,K;+y,H,)—F F3(x,H, — y,Ky) + EyE5(x, Hy — y, Ky ) +
+F,F,(y,K,—x,H,)—E,F;(x,K,+y,H,)—
—F,E3(x; K, +y,H )+ (x3H3— y3K3) (x,u,H Hy +
+x,w,H K,)+(x3K5+ y3H3) (x,w, H,H, —x,u,H,K,) +
+(x3H;—y3K3) (x,w, K H, —x,u, K, K;)—(x3K34 y,H,)
(%, K u,Hy+ %, K W, K5)—(x3K 3+ y3H3) (v, Hyu, Hy +
+y,Hywo Ko) +(x3Hy — y3K3) (v Hywo Hy — y Hu, Ko) +
+(x3K 3+ y3H3) (K u, Ky — v KywyHy)—
—(x3H3—y3K3) (y, K uHy +y, K W, K5). (A5)
Im(Z)) = oM[E;(E,E,—F,F,)—F4(E\E,—F,F,)+(H,H,—
=K K5) (x1uy E3+x,W,Fy+ y Wy By — yuy Fa) +(H Ky +
+ K, H,)(x,W,Ey—x,u,Fy—y u, Es—y w,F3)+(E,H,— (A.6)
—F K,) (xusHy+ x,w3Hy + y,waHy — y,us K3) +(E K, +
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+F H,) (x,w3Hy —x,u3 Ky — yous Hy — y,w3K3) +(H, E, —

(A6)

+ K, Ey) (xyw3H 3 —x u3 Ky — yusHy— y,wy K5)] +
+E1E2(y3H3+x3K3)+E1F2(x3H3—y;K3)+F1E2(x3H3—
—¥3K3)—F,F,(y3H3 +x3K3) + E E5(x, K, +y,H,) +
+E;Fy(x,H,—y,K,)+F,E;(x,H,—y,K,)—F,F;(x,K, +
+y,H,)+E,Fy(x,H, —y,K\)+F,E;(x,H,—y,K,)+
+E,E5(x, Ky +y,H )~ F,F3(x, K, +y,H,)+(x;K; +
+y3H3) (X Hyu, Hy + X, H Wy K) +(x Hy — y3 K5) (X Hyu, K, —
—x Hyw,H,)+ (x3Hy — y,K5) (x K u, Hy + x, K w, K ) +
+(x3 K3+ y3Hy) (x, K ,w,H, —x K u,K,) +(x3H,y —
—V3K3) (v Hu,Hy+ y Hyw, K ) +(x3K 5 + y3 Hy) (v Hyw,H, —
=Y Hu,Ko)+(x3H3 — y,K3) (v, Ky woHy — y, K u, K ) —
—(x3K3+y3H,) (v, K u,Hy +y, K w,K)).

The transfer impedance modulus is calculated from well-known formula

|Z,| = [Re(Z,)+In(Z)]"". (A7)
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This paper is dedicated to the question of the choice of a function of similarity between
images in non-parametric alogorithms of voice recognition. The usefulness of 10 similarity
functions (8 distances and 2 nearness’es) in three non-parametric identification algorithms
— NN (nearest neighbour), k-NN (k-nearest neighbours) and NM (nearest mean) — was
investigated for three sets of parameters (1 natural and 2 normalized). Results obtained for
a population of speakers from a closed set with size M = 20 (after 10 repetitions of the
learning and test sequences) have proved that the Camberr distance function prevails in all
types of parameters and algorithms. Other functions ensure a differentiated discrimination
force strongly dependent on the algorithm and form of parameters. Limited usefulness of the
square of Mahalonobis distance in comparison to other similarity functions was proved, as
well as generally worse results for the NM algorithm.

Praca jest po$wigcona problemowi doboru funkgji podobiefistwa pomiedzy obrazami
w nieparametrycznych algorytmach rozpoznawania glosow. Dla trzech zespolow paramet-
row (1 naturalnego i 2 znormalizowanych), pochodzacych z ekstrakcji sygnatu mowy hasta
kluczowego, zbadano przydatnos¢ 10 funkcji podobienstwa (8 odlegtosci i 2 bliskosci)
w trzech nieparametrycznych algorytmach identyfikacji: NN (najblizszy sasiad), k-NN
(k-najblizszych sasiadow) oraz NM (najblizsza $rednia). Uzyskane wyniki dla populacji
mowcow zbioru zamknigtego o liczebnosci M = 20 (po 10 powtdrzen ciagu uczacego sie
i testowego), wykazaty zdecydowana przewage funkcji odleglosci Camberra we wszystkich
rodzajach parametrow i algorytmow. Pozostale funkcje zapewniaja zroznicowana sile
dyskryminacyjna zalezna mocno od algorytmu i postaci parametréow. Wykazano slaba
przydatnos¢ kwadratu odleglosci Mahalanobisa w poréwnaniu z innymi funkcjami
podobieristwa oraz ogodlnie gorsze wyniki dla algorytmu NM.

1. Introduction

Computer recognition of voices includes several partial procedures which can be
divided into three basic blocks:

a) source

b) measurement block

c) classification block
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The sender of the signal (speaker) and the set of phenomena and conditions
related with sending and registration of the speech signal is the source. The
measurement block includes processing and analysis procedures of the input signal
u(t). This signal is the speaker’s voice representation in acoustic images x. Quantity
x usually denotes vectors from the space of parameters R* (P — dimension of the
space).

The classification block is a set of procedures or a procedure converting the
input vector information x into a scalar m from the space of classes and decisions.
Quantity m is the indicator of voices among which the system included the
recognised signal. In parametric recognition algorithms with full (or estimated)
probabilistic information the problem of finding the function of similarity of
recognised voice’s image and the standard is included in the classification algorithm
[1]. “Voice standards” in the classical Bayes algorithm [1] are contained in
a multidimensional distribution of conditional probability p(x|m) (x-vector of
individual’s parameters, m-class speaker’s number). The decision criterion is based
on the minimum of average risk, which includes the loss matrix and the probability
of appearance of images from the given class and of course the p(x|m) distribution [1].

There is always a definite correlation between the space of parameters and
accepted functions of similarity of the recognised image and standards in
non-parametric recognition algorithms [1, 4, 5]. Frequently the simplification of the
classification procedure in non-parametric agorithms leads to worse recognition
results, because a similarity functions inadequate to the space of parameters is
applied. The significance of this problem with regard to automatic speech recog-
nition is among others confirned by TADEUSIEWICZ’S paper [S] which present the
usability evaluation of the similarity function (in the form of distance measures) in
the recognition of vowel in the Polish language; and by the paper by Zalewski [6]
who analysed the effectiveness of distance measures in the recognition of speakers
with the application of linear predictive coding (LPC). Also BaszTura [3] tired to
check 8 chosen similarity functions as indices for speech transmission quality
estimation. Because of frequent use of computer voice recognition in classification
procedures it seems advisable to investigate a group of chosen similarity functions
with regards to their effectiveness, using homogeneous experimental material.

2. Methods

To achieve a clear evaluation of the influence of investigated similarity functions
on results of voice identification, the comparative procedure has to be free of all
types of variability which influence the evaluation. At the same time it is advisable
and necessary to check the “behaviour” of the similarity function in definite
non-parametric classification algorithms. Considering this, the folowing assumption
concerning methods made to systemize further experiments:
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a) Voices of 20 speakers (men) aged 20-35 in a so-called closed set (i.e.
recognised speakers will be included among the set of speakers in the learning
sequences) were accepted as phonetic material.

b) In order to eliminate the influence of information which is not individual
(linguistic and sociolinguistic) on identification results, a short-term analysis model
with a fixed key-word for all statements was chosen. The maxim ,Jutro bedzie tadny
dzien” (“tomorrow will be a fine day”) was chosen as the key-word. It was used
previously in paper [3] among others. The test series was TS recorded 7 days after the
recoding of the learning sequences.

¢) Vectors with components x, (V,) which are numbers corresponding with the
number of time intervals between zero-crossings of the speech signal were applied as
individual parameters forming images of statements x and standards V [2].

Components x, are calculated from:

X(tp-1, t)+1  for te(t,—q,t,)
Xeowm Xl o, )= 2.1
’ p=1> bp) {x(t,,_l,:,,) for t;¢(t,-y,t,) @1)
where: ¢, — boundary values of so-called time channes; p=1,2,3,..., P,

P — number of time channels. It was accepted that P = 7, while t, was chosen in
accordance with the exponential division [2] from range te(0.2 ms—6.2 ms).

d) It was accepted that the usability of the similarity function will be evaluated
for three most frequently applied heuristic classification algorithms, i.e. NN (Nearest
Neighbour) k~-NN (k-Nearest Neighbours) and NM (Nearest Mean). These al-
gorithms have the following form:

NN algorithm

Image x belongs to class (voice) m, ie. x = m if

FP(x, Vo)) < FP(x, V,y) (2.2)
where: m=1,2,..., M; M — number of classes (voices), -= 1,2,...,m—1,
m+1,..., M, V,; = X, —image of speaker’s voicei =1, 2, ..., I,,, I,, — number of

repetitions of the statement in the learning sequences.
k-NN Algorithm

Functions of similarity (let us accept these as distances) between image x and all
images in the learning series x,,; are calculated and ordered according to increasing
order (decreasing order for nearness functions). Then first k distance values are
considered and it is determined how many of them correspond with individual
classes. If among k minimal distances there is k,, k,, ..., k,, which belong to first,
second, ... etc. class respectively, then values k, are accepted as new similarity
functions. Image x belongs to class m, i.e. x »m if

kn > k;
1=1,2,3,..om=1,m+1,.... M (2.3)
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Value k is chosen in suitable proportion to the length of the learning sequences LS.
NM Algorithm

Most frequently the mean vector the voice (class) standard in the NM
algorithm. The decision rule of the algorithm is as follows:

x—-m if FP(x,V,) < FP(x, V) 2.4)

where
g
Vo = X = i Z i (2.5)

m, | — as in expressions (2.2) and (2.3).

e) A set of ten similarity functions was chosen for investigation from among
known similarity functions. Eight of them are distance functions, also called distance
measures, while two are nearness functions. These functions corresponded with given
below relationships (between x as the recognised image and V as the standard image).
The first group of similarity functions can be noted with Minkowski’s dependence:

P
d*™(x, V)= [ Z = Ehger ) (2.6)

where:p=1,2,..., P,x, — p-th— element of vector x, ¥, — p-th—element of vector V.
Forr=.1 dMIN is known as Hamming’s distance or street distance [6]. For r = 2 it is
the Euclides metric. Two Minkowski’s distances were additionally accepted for
investigation, mamely d™™3 (r = 3) and d"™° (r = 5).

Other similarity functions are as follows:

CHI-square distance

A 1 X V
dMi(x, V) = y s e 2.7
ghadite i
pe= p=1
Czebyszew’s distance
d®%%(x, V) = max(x,— A (2.8)
P
Camberr’s distance
L x, =~V
dM(x, V) = bt (2.9)
pg‘l X + Vp
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square of Mahalanobis’es distance
dMMH(x, V)= (x=V)T"C(x=V) (2.10)

where C-mean covariance matrix (intraclass scatterings [1])
directional cos nearness function

XV
b**(x, V) = 2.11
0 V) = v (2.11)
and
Tanimoto’s nearness function
. ,VTr
bTAN(x. V) = = 2.12)

XX+ VVIr—x-¥vT

3. Identification experiment

An experiment of voice identification was carried out in compliance with
paragraph 2. It was aimed at the determination of numerical relations and
dependences for 3 identification algorithms and 10 similarity functions.

It was accepted that the learning series LS will consist of 200 statements of 20
speakers (20 x 10 repetitions), while the test series will also consist of 10 statements of
every speaker. Numerical methods were used for parameter extraction (P = 7).
Statements were recorded on professional equipment in a quiet room. The band of
the signal was limited to the 75 — 4500 Hz range. The sampling frequency of the a/d
converter was equal to f,, = 10000 samples/s and the dynamics were described by
a 10 bit word.

All experiments were repeated for all three forms in order to analyse the
influence of the form of sets of parameters on the effectiveness of identification. The
first set (ZP1) is a set of measurement parameters (Table 1). The second (ZP2) is a set
of parameters with components normalized with respect to the value of their
variability range (Table 2) (expression 2.1)).

Let
ki X g
axy = 3 By e (3.1)
be the mean variability range of the p — element, where
X% = Max { X} (32)
s s = min (x5 63
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Table 1. Set of parameters-ZP1 (not normalized). An example of 20 repetitions for speaker 1.

¢ i Parameter no
Series Repetition

1 2 3 4 5 6 7

1 68 98 77 104 133 261 59

2 75 110 76 92 127 213 63

3 105 127 101 103 175 236 68

4 65 87 75 97 127 267 73

5 117 113 95 78 136 161 27

LS 6 121 216 144 88 120 200 42
7 139 187 153 114 116 180 36

8 127 195 146 105 117 175 39

9 79 106 80 97 128 225 62

10 126 182 137 95 154 245 46

1 120 117 83 81 126 183 32

2 109 140 116 130 187 226 101

3 99 130 126 117 178 225 96

4 87 125 91 97 174 250 56

TS 5 108 129 88 109 156 199 54
6 96 136 94 110 154 201 53

7 116 170 134 102 52 259 41

8 122 201 137 77 106 185 37

9 78 117 84 97 93 158 37

10 84 | 120 69 L4103 05 15800 45

We determine the maximal mean variation range
Ax"™ = max {4x} (3.4)
P
The regraduated p element is calculated from
Srmax
x(ZP2) — pr—ZxT (35)

The third set (ZP3) is a set of parameter with components normalized with respect to

the variations range of their variances (Table 2)

5!‘]!5!

(ZP3) _
Xp s xp Jmax
P

where

0™ = max{d,}
14

(3.6)

(3.7



IMAGE SIMILARITY FUNCTIONS...

243

Table 2. Set of parameters-Z P2 normalized with respect to maximal range of parameter’s variability. An
example of 20 repetitions for speaker 2

; fue Parameter no
Series Repetition
1 2 3 4 5 6 7

1 135 98 101 297 791 1178 630

2 149 110 100 263 755 961 673

3 209 127 133 294 1041 1065 727

4 129 87 99 277 755 1205 289

LS 3 233 13 125 223 809 727 289
6 241 216 189 251 714 902 449

2 2711 187 201 325 690 812 385

8 253 195 192 300 696 790 417

9 157 106 105 271 761 1015 663

10 251 182 180 271 916 1106 492

1 239 117 109 231 749 826 342

2 217 140 153 371 1112 1020 1079

3 197 130 166 334 1059 1015 1026

4 173 125 120 277 1035 1128 598

TS 3 215 129 116 311 928 898 577
6 191 136 124 314 916 907 566

7 231 170 176 291 309 1169 438

8 243 201 180 220 630 835 395

9 155 117 110 o ) 553 713 395

10 167 120 91 294 565 699 481

and
o 1] d 3.8
P =g L Omr (3.8)

while 3, , — variance of p parameter of m speaker calculated on the basis of learning

series LS.

4. Analysis of results and conclusions

The series of carried out identification experiments led to definite comparisons
and analysis aimed at the usability evaluation of individual similarity functions in
investigated non-parametric identification algorithms. Two additional sets of para-
meters (ZP2 and ZP3) resulting from normalizing transformations improved the
results in terms of static likelihood. The following conclusions can be drawn from the
set of results presented in Tables 4, 5, 6 and 7:
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Table 3. Set of parameters—ZP3 normalized with respect to the variability range of parameters’ variances.
An example of 20 repetitions for speaker 3

Series Repetition e i i 14
1 2 3 4 5 6 Y

1 122 98 97 274 732 1094 597
2 134 110 96 242 699 892 637
3 188 127 127 271 963 989 688
4 116 87 95 255 699 1119 738

LS 5 209 113 120 205 748 675 273
6 216 216 182 282 b1 6h0 838 425
7 249 187 193 300 638 754 364
8 227 195 184 276 644 733 395
9 141 106 101 255 704 943 627
10 225 182- 173 250 847 1027 465
1 215 117 105 213 693 767 324
23 195 -~ 140 146 342 1029 947 1022
3 177 130 159 308 979 943 971
4 156 125 115 255 957 1047 566

T 5 193 129 111 - 287 858 834 546
6 172 136 119 290 847 842 536
T 208 170 169 269 286 1085 415
8 218 201 173 203 583 775 374
9 140 117 106 255 512 662 374
10 150 120 87 271 523 649 455

Table 4. Results of voice identification in % for sets of parameters—ZP1.

Algo- 1 2 3 4 5 6 W 8 9 10
: Measure
nthm dHAM dEUK dMlNS dMlNS dCHI dCZE dCAM dMAH dCOS dTAN
- B 91.5 90.5 90.5 88.5 92.0 87.0 95.5 91.0 93.0 91.5
NN ) 123 12.8 12.8 15.0 15.8 17.5 12.8 14.1 10.8 12.7

Srwins 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
Simin 60.0 60.0 60.0 500 | 400 40.0 50.0 60.0 60.0 | 600

S 90.5 89.5 87.0 86.5 89.5 83.5 94.5 87.5 89.0 89.0

NN é 143 14.7 15.9 184 233 21.6 11.8 14.5 121 14.8
L 100.0 | 100.0 | 1000 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0

Srmin 50.0 50.0 50.0 30.0 10.0 20.0 50.0 50.0 60.0 50.0

& | B%0 84.5 81.0 81.0 89.5 81.0 96.0 80.5 87.0 85.0

NM [ 19.0 214 222 24.0 23,1 243 12.7 248 15.9 214

" o 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
Sewin 30.0 30.0 30.0 300 | 200 30.0 50.0 10.0 40.0 30.0
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Algo- 1 2 3 4 ) 6 7 8 9 10
e Measure
ﬂthm dHAM dEUK d‘MINJ dMlN 5 d'CHI dCZE dCAM dMAH dCOS dTAN
8 950: | 970 |- 97001 955|940 |- 935|955 910 | 9307} 970
NN 4 14.0 9.2 9.2 10.0 14.3 13.1 12.8 14.1 14.5 9.8
i 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
8kin 50.0 700 | 700 | 700 | 40.0 50.0 500 | 600 | 400 | 60.0
5 95.00°| .93.5 | 925 920°] 7905 | 905°] 945 8751 950 | 950
NN 8 12.4 15.7 15.5 15.8 21.6 17.6 11.9 14.5 14.0 119
S 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
B 600 | 400 | 400 | 400 | 200 30.0 50.0 | 50.0 | 400 50.0
s. 945 | 950 | 950 | 945 905 | 930 | 96.0 | 805 93.0 | 955
NM é 123 11.5 11.0 1108004 23.1 10.6 127 248 159 89
o 100.0 | 100.0 | 1000 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
Srmin 600 | 600 | 600 | 600 | 200 | 600 50.0 100 | 400 | 700
- Table 6. Results of voice identification in % for sets of parameters—ZP3

Algo- | 1 2 3 4 5 6 7 8 9 10
nthm Measurc dHAM dEUK dMINB dMINS dCHI dCZE dCAM dMAH dCOS dTAN
s, 95.5 9720 ;. 970 95.5 93.5 94.5 95.5°1°91.0 | '93.0°| 1960
o 12.3 B2 52 94 15.0 19 12.8 14.1 14.2 11.9
i - 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
i 60.0 [ 700 | 700 70.0 | 400 500 [ 500 [ 60.0 | 40.0 50.0
S 950 | 945 | 945 | 925 90.5 91.5 94.5 875 | 958 95.0
k-NN é 124 12.8 12.8 14.8 21.6 17.6 11.9 14'5. 14.0 11.9
s 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
8ol 60.0 [ 600 | 70.0 60.0 20.0 60.0 | 500 10.0 60.0 70.0
5 94.5 950 | 950 94.5 90.5 93.0 96.0 80.5 93.0 95.5
NM é 12.3 11.5 11.0 11.0 23.1 10.6 ) A 24.8 159 8.9
s 100.0 | 100.0 | 100.0- | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
L 60.0 | 600 | 60.0 60.0 20.0 60.0 | 500 100 | 400 70.0

1) Positively best average results of correct identification for sets of natural
parameters (not normalized) ZP1 come from Camberr’s distance function (enc. 9).
This is due to a somewhat normalizing form of this function. Differences with respect
to other similarity functions are smallest for the NN algorithm (2.5%), and greatest
for NM (6.5%). Tests of significance performed for differences of results between dAM
and b***, 4, which give closest average results of correct identification (see Table 4),
have indicated the -significance of these differences on significance lovel « = 0.05.
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Tabele 7. Parameters of the voice identification experiment arranged according to decreasing
values of correct decisions

Set of s, o Srmax Srmax
N° parameters FP Algorithm | ro/q [%] [%] [%]
1 ZP2 Euk NN 97.0 9.2 100 70
2 ZP3 Euk NN 97.0 92 100 70
3 ZP2 Min3 NN 97.0 9.2 100 70
4 ZP3 Min3 NN 97.0 9.2 100 70
5 ZP2 Tan NN 97.0 9.8 100 60
6 ZP3 Tan NN 96.0 11.9 100 50
T ZP1 Cam NM 96.0 12.7 100 50
8 ZP2 Cam NM 96.0 12.7 100 50
9 ZP3 - Cam NM 96.0 A 100 50
10 ZP2 Tan NM 95.5 8.9 100 70
11 ZP3 Tan NM 95.5 8.9 100 70
12 ZP3 Min3 NM 95.5 9.4 100 70
13 ZP3 Min5 NN 95.5 94 100 70
14 Zp2 Min5 NN 95.5 10.0 100 70
15 ZP1 Cam NN 95.5 10.0 100 50
16 ZP3 Ham NN 95.5 12.3 100 60
17 ZP2 Cam NN 95.5 12.8 100 50
18 ZP3 Cam NN 95.5 12.8 100 50

2) For sets of parameters ZP1 all other similarity functions gave best
identification results for the NN algorithm and worst for the NM algorithm. This is
also confirmed by so-called minimal probabilities of correct identification s,n;, for
individual speakers. Their values decreased to 30, 20 and even 10% for Mahalona-
bis’es distance (Table 4).

3) The normalization of sets of parameters ZP2 and ZP3 resulted in an increase
of voice identification correctness by several percent on the average for all algorithms
except for Camberr’s distance function (see point 1) which had exactly the same
effectiveness as for ZP1.

4) Greatest differentiation of effectiveness occured for individual similarity
functions in case of normalized parameters. Distance functions such as d®UK, gM™N3
and neamess function b™N were distinguished, and the NN algorithm was
distinguished as for ZP1.

5) Positively worst results (for the NM algorithm especially) were achieved with
the square of Mahalanobis’es distance (enc. 10). This conclusion confirms results and
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conclusions presented in TADEUSIEWICZ'es paper [5]; namely, that in certain cases
better results can be reached with less complex similarity functions.

To recapitulate we can accept a general conclusion that it is advisable to use
Camberr’s distance function for natural parameters (directly from measurements).
While it is sufficient to use Euklides’es distance function or Tanimoto’s nearness
function when parameters are normalized. The application of the square of
Mahalanobis’es distance is not recommended, for short learning series especially. As
to the evaluation of algorithms, the nearest mean NM algorithm achieves the
positively lowest general rating. It is understandable that presented results can not
(this concerns exact numerical values) be transferred directly for experiments with
sets of parameters with different dimensions and structure. This finds confirmation in
the differentiations achieved for ZP2 and ZP3. In order to achieve exact numerical
values some experiments out of these presented above should be repeated at random
at least.

References

[1] Cz BASZTURA, Sources, signals and acoustic images (in Polish), WKil, Warszawa 1988.

[2] Cz BASzZTURA, J. JURKIEWICZ, Analysis of zero-crossings of a speech signal in a short-term model of
automatic speaker identification (in Polish) Arch. Akustyki 13, 3, 203-214 (1978).

[3] Cz. BASzTURA, Similarity functions of acoustic images as indicators of objective evaluation of speech
quality transmission (in Polish) Arch. Akustyki 22, 3, 217-233 (1987).

[4] A.J. Gray, J. D. MARKEL, Distance measures for speech processing, IEEE ASSP-24, 5, 380-391 (1976).

[5] R. Tapeusiewicz, Usability evaluation of chosen metric in minimal distance methods of speach
recognition (in Polish) Arch. Akustyki, 18, 3, 275-284 (1983).

[6] J. ZaLewskl, A comparison of the effectiveness of some distances measures in speaker recongnition
experiments. Paper on the Speaker Recognition Working Group on the X-th International Congress
of Phonetic Sciences, Utrecht 1983.

Received June 6, 1989



ARCHIVES OF ACOUSTICS
16, 2, 249-267 (1991)

FULLWAVE THEORY OF 4v/v SAW WAVEGUIDES AND COUPLERS
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(00-049 Warsaw Swietokrzyska 21)

This paper considers propagation of a surface acoustic wave (SAW) along a multi-
periodic system of electrodes (note: a multiperiodic system is a system with a group of
several equidistant electrodes with equal width occuring periodically with a certain period)
distributed on the surface of a piezoelectric half-space. The boundary problem with
homogeneous mechanical and mixed electric boundary conditions was solved on the basis
of properties of the effective surface permittivity and Floquet’s theorem for periodic
structures. New functions satisfying adequate conditions in an assumed multiperiodic
system were formulated. A dispersion relation for the velocity of a SAW guided along
electrodes was derived.

The presented theory was applied in numerical analysis of SAW velocity dispersion in
a Av/v single and two-electrode waveguide, assuming an adequately long repetition period
of groups of electrodes. Velocities and field decay distributions for two modes — symmetric
and asymmetric are given for a two-electrode waveguide. The coupling coefficient between
both electrodes of a coupler constructed on the basis of such a waveguide was calculated.

1. Introduction

Most modern SAW devices apply a wide beam of surface waves. The
application of such a beam involves certain undesirable effects: beam spreading which
accompanies its propagation, difficulties with changes of direction of propagation
and inefficient use of the piezoelectric substrates surface. The application of
waveguides eliminates all these problems, because a previously excited SAW can be
guided. However, there are certain difficulties with the general application of such
solutions in SAW technology: high losses and ineffective excitation (small aperture of
waveguides) [10, 20, 21, 24]. Nevertheless they are used mainly in constructions of:
— long delay lines, storing analog or digital signals [1].

— convolvers, performing nonlinear operations on signals e.g. Fourier transfor-
mation [11, 19],

— monolithic amplifiers on a semiconductor substrate [7, 8, 10]

— filters with high quality factor (a pair of coupled waveguides) [23].

* This work was partly supported from CPBP 01.08 and CPBP 02.02
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There are many methods of guiding a wave within a certain separated region.
The guiding region has lower velocity of wave propagation in relation to the rest of
the surface [6, 20, 22, 24]. Deposition of a thin conducting film on the surface of the
piezoelectric substrate is one of the simplest methods in the SAW technology. A local
electric field shorting constitutes a SAW guide, because as we know [10, 18] SAW
velocity under a shorted surface, V, is lower than SAW velocity on a free (adjoining
vacuum) surface V,.

These types of guides (in a certain specific configuration) called piezoelectric
waveguides or Av/v waveguides, will be the subject of further fullwave analysis. The
method of analysis applied in this paper was previously used in investigations of
perpendicular SAW propagation in relation to the system of electrodes [2, 4, 5, 10,
12] and in the analysis of the guidance of a wave in a periodic electrode system
(including the transition to the “rare” system, i.. single 4v/v waveguide) [10]. This
paper is a generalization of the theory presented in [10, Chapter 3] for the case of
a wave guided in a multiperiodic electrode system, i.e., system of electrodes where not
one but a group of N electrodes repeats periodically (Fig. 1). In such a case the
transition to the “rare” system leads to a desciption of a finite number of coupled
waveguides. A two-electrode guide is discussed in detail.

The following part of this paper presents the boundary problem, simplifying
assumptions and changes in the formulation of the problem suitable for the accepted
method of analysis [2, 4, 5, 10]. The construction of the problem’s solution on the
basis of new special functions, described in the Appendix, is given in Section 3.
Section 4 presents results of numerical analysis of a one- and two-electrode SAW
guide.

2. Formulation of the problem

We are looking for the field of a surface acoustic wave propagating along
a multiperiodical system of metal electrodes with width w, distributed on the surface
of a piezoelectric half-space. A group of a definite number (N) of electrodes repeats
periodically with period A. The distance between electrodes within a group is equal
to 2 p. The structure is unlimited. The cross section of the analysed system is shown
in Fig. 1. The structure is homogeneous in the direction perpendicular to the cross
section (x,).

From the mathematical point of view the problem can be reduced to the
solution of a set of partial differential equations with homogeneous mechanical and

7%
FI1G. 1. Analysed system of electrodes (here:
% N=3)
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mixed electrical boundary conditions. The set of differential equations describing
coupled mechanical-electrical wave processes in a linear and homogeneous medium
has the following form for a case of electrostatic approximation [18] and for
a solution harmonic in time:
C,‘jHU;,;,ﬂ'Fek,'jd)_jk+C02dUi = 0, i,j, k, B 1, 2, 3 1
{emUk';,-—s,-j 4B 0, d — mass density of the substrate ( )

where the vector of unknown quantities U = [U,, U,, U,, ¢] consists of com-
ponents of the displacement vector U and electric potential (E = —F¢), ¢ is the
elastic tensor of the substrate e is the tensor of piezoelectric coefficients and ¢ is the
permittivity tensor. The set of equations (1) has to be satisfied in the top (x, < 0) and
bottom (x, > 0) half-space separately. Boundary conditions on the boundary of
media (x, = 0) are described by the following equations:

a) mechanical

Ty=c*MU 1+ e;p,=0 for x, =0 ()
b) electrical

¢ =0 on the surface of electrodes

AD,=D3; —D; =0 Dbetween electrodes (3)

The following additional idealizing assumptions were accepted:

— the metallization is a perfect conductor

— the thickness of the metallization is infinitely small

— metal electrodes do not load the surface of the piezoelectric otherwise condition
(2) would not be fullfilled.

The problem in such a form is a three-dimensional problem. The method
proposed in [4, 5] and developed in [2, 10, 12, 13, 14] was expanded in order to solve
this problem. The mentioned method allows the problem to be reduced to
a pseudoelectrostatic boundary problem on the boundary surface x, =0 and its
algebraization.

The expansion consist in the introduction of the effective surface permittivity
[10, 18] which implicite contains the fulfilment of wave mechanical properties of
SAW (1) and of the mechanical boundary condition (2). Therefore, the set of mixed

-electrical boundary conditions on the surface remains to be included.

The effective surface permittivity in the problem under consideration sufficiently
characterizes the substrate. It is determined by the AD /E, relation where 4D, is the
electric charge density on the substrate surface (it can be the charge on electrodes
located on the surface), equal to the difference between the component of the electric
displacement vector perpendicular to the surface x, =0 considered from the
substrate side (x, =07") and from the vacuum side (x, =07); E; is the electric
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strength field on the substrate surface. In further text 4D, and E); denote complex
amplitudes of equivalent harmonic waves:

expj(wt—k-x) 4)

where @ — angular wave frequency assumed in the paper as definite; factor exp (jwt)
will be neglected further on, k — wave vector which assumes values from k, on the
free surface of the piezoelectric adjoining vacuum to k, on the metallized surface. In
the considered case we assume that k, and k, are real numbers and k, > k,,
ko = o/Vy, k = w/V,, where V, and V, are corresponding SAW velocities and the
generally used in the SAW theory Av/v factor ‘is defined as dvfv = (V,— V)V,

In an approximation resulting from the neglect of acoustic bulk waves the
relation between amplitudes 4D, and E) of harmonic waves in form (4) is expressed
by [10, 18] (for k > 0)

AD k*—k2?
) = —j T = oty g3, 5
E” 0 sz_k(z) ! ( )

where k = |k| = ,/ki+k3, ¢, — permittivity of the vacuum.

As we know, a wave propagating in a periodicaly non-homogenous system can
be described with the sum of harmonic components related to the period of the
system, A. Consistently, in accordance to Floquet’s theorem electric field E ) and
surface charge density 4D, on a the piezoelectric surface X,x; with a periodic
electrode system have the folowing form

E = i E,exp(—j(k+nK)-x) (6a)

n=-oo

D, = ¥ D,exp(—j(k+nK)x) (6b)

n=—mo

where x = [x;, x;], K — wave vector for considered system of electrodes with one
component K = [0, K], K = 27/4; and k = [k,, k,] is the wave vector of SAW
propagation, e.g. of guiding SAW along electrodes k, = 0 (Fig. 1) in the considered
case.

It can be easily checked that even when a wave propagates along electrodes,
spatial harmonics into which the wave was decomposed have generally slant
directions to the electrode system what, is expressed by the following

E||= Z Enenexp(_jxnén)

n=-—ow

AD, = ¥ Dyexp(=jut), ™

n=s —w

where %, = |k+nK| = ,/k} +(nK)?, &, coordinate measured along the wave vector
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%, in such a manner that
x,t, = (k+nK)x (see Fig. 1) (8)

and e, is a versor in the direction of the wave vector e, = (k+ nK)/x,. Equivalent
components of the potential have the following form:

d)nexp(_jxnén)’ where ¢n o= _jEu/xn’ (9)

whereas amplitudes E, and D, are related to each other when the effective surface
permittivity is introduced for every n separately, as follows

D, = je,E,, (10)
where
&, = &(x,). ‘ (11)

The boundary problem presented at the beginning can now be formulated as
follows:

find amplitudes of the electric field E, and wave number k, for given frequency
w, so that:
— electric field E is zero on electrodes

E =0 on electrodes (12)
— distribution of surface charge density 4D, vanishes between electrodes

AD, = 0 between electrodes. (13)

3. Dispersion equations

We obtain the following conditions from (6a) for component e, and from (6b)

=0} g e "Kx3 — (0 on electrodes
. x n

LR o n

(14)
P Z ¢,E,e /" = (0 between electrodes

n=-—

We should notice that ¢, — &, = g4, for [n| - oo what more ¢, = ¢_ is fulfilled
beginning from even small n for wave numbers K not too small in comparison to
ko,,. Similarly, nK/x, — +1 for n— + 0.

Conditions (14) ensure vanishing on the electrodes of one component of the
electric field-component E, perpendicular to electrodes. These conditions should be
suplemented with an additional relationship, namely vanishing condition for the
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second component of the field along the electrodes in an arbitrary point of the
electrodes. It is convenient to relate this condition to the axis of electrodes [10]. In
accordance with (6a) we obtain
e :
¥ s vk BgnMKrNolmaly i Jdsil| 20505 NG : (15)
n=—a n

There are as many conditions as there are electrodes in a group.

The set of equations (14) will be solved jointly in the first place, and afterwards
condition (15) will be satisfied. ,

As we know [2, 3], the set of two functions

g(0) = i S,P,(cos A)e ™"

(16)
£ = i P, (cosA)e~ "

n=-—aw

where 4 = Kw/2, 0 = Kx,, S, = n/|n| is the function of sign n and P, are Legendre’s
polynomials, satisfies the following conditions

0, 0<lol<4
= 0 .
9(0) —j@?”e’m(cosd—cos@)‘”z, d<l|fl<n

_ (17)
2112¢i%2 (cosf—cosd)™ 2, 0< |0 < 4

f(9)={0, A<ifl<n

Indeed, functions g(f) and f(0) are solutions to a corresponding electrostatic
problem for a dielectric (i.e. for k, = k, in expression (5)). However, we have k, = k,
for piezoelectrics and expression (5) differs significantly from a similar expression for
a dielectric in a narrow range of wave numbers ke [k,, k,]. This has been noticed
and utilized in [2, 4, 5, 10] to construct a solution to the boundary problem (12), (13)
for a piezoelectric substrate (k, # k,) with a periodic system of electrodes.

Following a similar procedure as in [2, 12, 13, 14], functions which are
analogical to (16) solutions to an electrostatic problem for the considered system of
groups of electrodes from Fig. 1 are introduced

Gul0; B) =) o Bk ue ™
Hang (18)
Fy(@ya) == )0 Xe™™,

n=-—aw

where parameter related to the distance between electrodes in a group « = Kp, while
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conditions

Gy(0;0) =0 on electrodes
(19)
Fy(0;0) =0 between electrodes

are satisfied. Forms and properties of these functions are given in the Appendix.
Applying method [2, 10] quantities E and D were expressed by functions X, as
follows

E= Y o Gu(Kx,: Kple ™

(20)
D=j Y B.FyKxs Kp)e ime=
In this case boundary conditions (14) are reduced to:
M
S
xn m=M;
(21)

M
enEn = Z ﬁmxf—m’
m=M,

where infinite summation according o m is substituted with summation with in the
range M, <m < M,. This corresponds to the cut-off of an equivalent infinite set of
equations, what in this case is possible [2, 10, 14], because nK/x, as well as ¢, quickly
achieve constant values for n — + 0. «,, are determined from a comparison between
left and right sides of (21) for N, < n < N, (we will discuss the choice of such limits
below; but it is generally known that all terms for which nK/x, as well as g, differ
significantly from their fixed values for n — + cohave to be taken into account).
Expressions (21) should have the form of a compatible set of equations for n < N,
and n > N, for u,, calculated as described above. This determinates the choice of M,
and M,, depending on N, and N,. Additionally [2, 10, 14] the compatibility
condition of this set of equations imposes the method of selecting N, and N, namely
forn < N, and n > N, terms on the left side in equation (21) have to have practically
constant values (approximately equal to values for |n| — <0).

We should notice that the number of variables o, within range M, <m < M,
has to exceed the number N,—N,+1 (ie. number of equations resulting from
a comparison between the right and left side of (21), because N more equations (15)
resulting from field vanishing along the axis of electrodes remain to be satisfied.

Let us recapitulate. A comparison between the pair of equations (21) for
N, <n < N, results in the following expression

M K
s ("—-aef—s,,_ms,,)amx,,".m =0, 22)

m=M; n
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which has to be fulfilled for every ne[N,, N,], N, <0, N, > 0.
Additionally from (15) and (21) we obtain

M S : s e g :
n—mn—m — jinK(2l-N—-1)p LIXE =0 93
m-_-ZMz o (n;0 nkK + i & "') . ( )
where le[1, N].
M, and M, have to be chosen after N, and N , are determined. They are chosen

as shown below in order to secure an equal number of unknown quantities and
equations

M, =N,—int(N/2) (N, <0)
(24)
M, = N,+int((N +1)/2).

‘The total number of equations and unknowns is equal to N 2—N;+N+1 in such
a case. The condition for the existance of a solution to the set of equations (22) and
(23), i.e. when the equivalent characteristic determinant A(k,) is equal to zero, gives
the sought for dispersion relation

A(k) =0 (25)

where k is the value of wave number k, which determines the guiding velocity of
SAW in the waveguide under consideration

' V= wjk. (26)
4. Numerical results

This Section presents numerical results of the analysis of SAW guidance along
a system of electrodes deposited on a LINbO, YZ. A propagation constant k was
sought which would fulfill the following condition

K ek ko (27)

There are many solutions for the wave number in a periodic system, but it was
accepted that k is a solution of an equivalent dispersion equation (25) from
Brillouin’s T zone [10]. K is large enough (4 small) in numerically analysed
structures that there is only one n which fulfills condition (27).

Presented below results have been divided into two groups according to the size
of the parameters:

a) the distance between groups of electrodes greatly exceeds the distance
between electrodes with in a group and the width of electrodes

A>»>w,p
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b) mentioned above distances are comparable
A=W, p

(a) type cases have an easy physical interpretation and practical application.
Condition A > w, p means that approximately there is no interaction between
electrodes belonging to neighbouring groups of electrodes. Therefore, results
obtained for such parameters can be accepted as propagation constants of
waveguides with SAW (4dv/v waveguide for N =1, pair of coupled waveguides
— SAW waveguide coupler for N = 2). It should be noted that a method of the
fullwave analysis of an isolated waveguide with SAW does not exist; whereas when
we assume A > w, p, then such an analysis is possible with certain approximation
within the framework of the theory of periodic systems.

(b) type cases do not have a simple physical interpretation, because it is
a problem of guiding a wave along a coupled infinite number of groups of electrodes.
However, chosen relationships have been described here in order to make this
elaboration complete.

a) SAW waveguides
The case of a one-electrode insulated approximately waveguide has been
already analysed in papers [9, 10, 17, 23, 24]. A system of two coupled electrodes is
considered below. The width of electrodes was accepted at w =0.015 mm and
repetition period of the pair of electrodes was accepted at A = 3 mm, considered as
sufficiently large. Figure 2 presents the 1/V (w) dependence (V wave propagation
velocity, ¥ = w/k) in enlarged scale for A =3 and 6 mm, and N =1 in order to
ilustrate the influence of neighbouring groups of electrodes.
When the distance between neighbouring electrodes is doubled the velocity of
a wave propagating in the structure changes by about 0.09%. The distance of 3 mm
between electrodes with width equal to w = 0.015 mm was considered as sufficiently

N=1
i
[s/kml]
02925 |
02920 F A=3mm
02915 __’,_/
02910 |
W, f—————_——_—_—_—— e — — — ——
02905 +
1 1 1 1 L
Lot 005 o0 015 020 025 wimml

FiG. 2. Comparison of SAW guidance under the electrode in terms of W for different A.
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N=2 A=3mm w=005mm

v
[s/km]

0294

0293

0292

0291 |
BV Too i@ O S i N s e W o

0290, 05 10 5 20 25 FIMHz]

FiG. 3. SAW velocity dispersion in a two-electrode guide for two modes

to satisfy the condition of insulation of the waveguide from neighbouring electrodes.

In the case of a two-electrode waveguide, there are two, orthogonal with respect
to each other modes with different SAW propagation velocities. Figure 3 presents
dispersion characteristics 1/V(f) for both modes even, symmetric + + and odd,
antisymmetric + — for p = 0.04 and 0.125 mm. Figure 4 illustrates the influence of
the distance between electrodes 2 p on 1/V changes for f = 1 MHz. The odd mode for
2p close to w should be cutt-off just as the first higher mode with odd charge
distribution in a one-electrode waveguide [17]. The curve in F ig. 4 only approaches
the cut-off value 1/V,. In order to closely investigate the characteristic near the
cut-off, the complex value of the SAW wave number with damping should be
permitted.

Taking advantage of the difference of wave velocity a SAW coupler can be

N=2 A=3mm w=0015mm

17V
[s/km]

0294

0293

0292 r

0291 + ——//_

P T T T el e e PR e R e L e

42995 a7 02 03 04 20 Tmml

FiG. 4. SAW velocity in terms of distance between coupled electrodes
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constructed, because of the existance of two modes with different velocities in

a two-electrode waveguide. Power transmission from one port to the other of an
ideal coupler is expressed by:

7 = sin? (é-(ke—ko)z) (28)
where t — power transmission factor, k, — value of even mode wave vector,
k, — value of odd mode wave vector, | — length of coupler.

Figure 5 presents the required length of couplers 3 dB and 10 dB in terms of

N=2 A=3mm w=0015mm

[mmlf p=0.04

1200

200 p:N

0 05 10 15 20 f [MHz]

10dB

FiG. 5. Required lengths of SAW couplers — 3 dB and 10 dB for various frequencies

N=2 A=3mm w=0015mm

04

a2

0 05 10 15 20 25 flMHz]

FiG. 6. Frequency characteristics of couplers with central frequency of 1.6 MHz (¢ = 0.5, 1)
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frequency for p = 0.04 and p = 0.125 mm. For comparison the wavelength of a SAW
is equal to about 3.4 mm for f=1 MHz. A frequency coupling characteristic of
couplers designed for frequency f = 1.6 MHz are shown in Fig. 6 for t = 1 full power
transmission from one port to the other and 7 =0.5 (3 dB coupler).

Toillustrate the decay rate of the electric field around the electrodes, E, in terms-
of x;/A was plotted for the following systems:

Fig. 7 N=1, w=0015 mm, A =3 mm

Fig. 8 N=2, w=0015 mm, p=0.04 mm

A =3 mm both modes
N=1

i L

ooz ez a0 0 ] AL T

FiG. 7. Electric field decay of SAW guided under the electrode

1 1 1 il
-003 -002 -001 0 001 x3/ATL 1

-60

Fic. 8. Electric field decay of SAW guided under coupled electrodes
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b) SAW propagation along a multiperiodic electrode system
Two more dependences are presented to make the elaboration complete:
Fig. 9 k/2n (Kw/2) for N=1, f=1 MHz, A =1, 3, 6 mm
Fig. 10 k/2n (Kp) for N=2, f=1 MHz, A =3 mm, w = A/4, A/8

When the metallized surface is increased the value of the wave vector
approximates k,. Curves in Fig. 10 are symmetrical in respect to Kp = n/2, because

0298 f=1MHz N=1 A=13.6 [mml
k,/2 1

0296

0294

k7201 [1/mml

0292

k, /21

0290

0 0% 050 0% 100 7

Fi1G. 9. Values of wave vectors for propagation along a one-periodic structure

0298 f=1[MHz] A=3[mml] N=2

k/2m

0296

0294

k721 [1/mm]

0292

k, /21

0290 1 1 1 A 1 1

FiG. 10. Values of wave vectors for propagation along a two-periodic structure
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for greater p electrodes interact with outer electrodes from the neighbouring group,
i.e. k(Kp)=k(r—Kp). As it can be seen for a case of SAW propagation along
a multiperiodic electrode system there is a strong interaction between all electrodes
for such parameters. There are p values for which velocities of both types i.e.: + +
++ ++ etc. and + - + — 4 — etc. are equal

5. Final remarks

Numerical results presented for two fundamental, applied SAW guiding
structures have been obtained from a programme with an algorithm based on the
discussed above rigorous field theory of SAW propagation along a multiperiodical
electrode system (an assumption that A > p, w was made).

This approach has an advantage. It is possible to cut-off the infinite set of
equations (14) in a controllable manner and it is not necessary to assume an
approximate charge distribution on electrodes, as it happens in other variation or
Galerkin methods [9].

The author would like to thank Prof. E. DaNIcKI for his valuable remarks.
concerning the elaboration of this problem.

Appendix

The set of functions g(0) and f (6), described with equations (16) and given in [3,
16] is a solution of a canonical electrostatic problem with mixed boundary
conditions for a dielectric with a system of metal electrodes with period 27,
distributed on its surface (N = 1 should be assumed in the multiperiodic system
presented in this paper). New functions satisfying similar conditions in a case of
separate electrodes were constructed in [2]. A set of equations was given there

G,(0; o) = %-g(ﬂ—a}g(ﬂﬂx}e‘f” =0 on electrodes
(29)
F,(0; a) = -;-'[f(B—oc)g(9+a) +f(0+0)g(@—a)]e ® =0 between electrodes

where quantity o is determined by the distance between electrodes « = Kp, while
variable 0 = Kx,.
Their expansions into Fourier series in slightly changed notation are as follows:

o0

G,(0;00= Y X3S,e™ F,0;0)= Y XZe (30)

n=-o n=-ow
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where

n—1
X23=0; X2= Y P,(cosd) P,_m-1(cosd)cos2m—n+1l)a
m=0
X2, =—X2} +a= +Kp are centres of electrodes.

Taking advantage of results of (29) and (30) a generalized set of functions was
constructed below. It fulfills analogic mixed boundary conditions in a system with
a group of an arbitrary number (N) of electrodes repeated with a 2z period (in
variable 6). Functions Gy and F, can be noted in recurrence as follows

Gy(0; @) = G,(0; (N—1)): Gy —2(6; @) o
Fy(0; ) = F,(0; (N —1)a)-Gy_ 2(0; @)+ G,(0; (N—1)2)- Fy_,(0; a),

where it was assumed that centres of successive electrodes are located at points
0, = (2I—N—1)a, [ varies from 1 to N (2a — distance between electrodes within
a group) and naturally 4 < o < (7r—4)/(N — 1), where 4 is related to the electrodes
width 4 = Kw/2.

The set of functions (31) satisfies the following conditions for an N — electrode
group:

Gy(0; @) = 0 on electrodes

(32)
Fy(0; ) = 0 between electrodes \

After recurrence formulas (31) are noted differently, functions Fy and G, will
- have the following form

1 : N
GN(B’ tx) — —2im(Nl2_).e‘lrll(Nf1.)0 H g(g_gl)
i

i (33)
1 = N N
Fy(0; 0) = zim(Nm'e m:(le)a.lZlf(g_g!) ‘ lzlﬂg(g_gj),
= i

where 6, = (2i— N —1), int-denotes the integer part.

THEOREM

Expansion into Fourier serieses of functions G, and F,, analogical to (16) and
(30), are as follows

Gylt; )= Y S XJlew™ Fui0;a0)= ¥ Xie ™, (34)

n= - B= =
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while for n >0
X} = P,(cosd)

n—1

Xi=Y PP, pm-yicos[@m—n+1)a]; X3 =0

RTINS B (35)
Xf:v =2 Z X3;|(N—1)¢Xﬁ—_j
m=1
where X2|; means that X2 are expansion coefficients of function F,(0; f)
For n < —1 the following symmetry relations are fulfilled
XN._i=XY forodd N
(36)

XN, = —X" for even N

Relationships (35) and (36) require an explanation. Below they are proved on the
basis of principles of mathematical induction.

PRrROOF.

1) For N =1, (35) is trivial

2) For N =2, (35) was proved in [2], different notation.

3) Assuming that the expansion for N =2 (30) and for N—2 is given
Gn-20;0)= Y XN“25,e™ Fy ,0;0)= Y XV-2%m (3

while X3~ 2 fulfills relationships (35-36).

4) It should be proved that coefficients X% in expansions (34) fulfill the last equation

(35) and relation (36). Taking advantage of (31) and substituting (30) and (37), for G,

as first, we obtain

o0

Gy= Y Y SS,XiXY 2etmi_ Y [ ¥ of. S X2XN-2],- s

n=—oom=-=o n=—-w m=-—o (38)
Comparing (34) with (38) we have
S,,Xf = Z S,,“,,,SMX,",’,X,,N__,,?, (39)
what for different n can be noted as
S. X} ='—€,+2 PoxENN2 for n>0
m=0
53 XY = C for n= -1 (40)

=1
Sy w040 % CXEREEE e AL =2

m=n+1
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where

are coefficients of Fourier series expansion of the function

FiFy-a= Y [ X XaXiZz]le™™,

AW =0 I =0

equal identically to zero [2].

When we take advantage of equation X% =0 in (40), we have

n
S, X5 w230 XA K0 for n>1

m=1
S. XN =0 for n=0, —1
-1
S XF=2 B XEXIS  for Az 2.
m=n+1
Similarly for Fy, from (31), (30) and (37) we have

Fy= ) L (SXQRCHS X\ X e 0t

B==o M= =00

= T[S SN IXE 4 XNZ2XD)]e M,

A= =00 M=

Comparing (44) with (34)

Xp= Y Su(Xu’Xi-mt+XaZaXn),

m=—o

what for different ranges of n results in:
forn>0

=3

0 m=-w

o0

I L R corp R MY e RS ) b
= ¥ (XE2X2_ 4 XP2X2)— ¥ (XE2X2_ .4 XPS2X2) =
m=0

m=n+1

= Y (X22X3 XX = 28, ) XLT2X2 =28, ¥

: m=0 m=0 m=
for n= —1

w

XaXua
0

265

(41)

(42)

(43)

(44)

(45)

Xiom i) SR X+ XN2uXD » Y o XL XB 12,54+ spain) D

m=— m=-o
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forme =2
a0 =i
Xy = Ko X ot X0X0< ¥ @2X +X 00 -

=0 mw==o

m
n =1
= ) QR XV 3XD- ) (XX L+ XX =

m=-o m=-x

=1

=1
el WP Cabe LTS cip L DR S OB Gl B

m=n+1 m=n+1
or finally
K¥=28;00 XAKW3: it cndi
m=0
X¥=0 for n=-1,0 (46)

=1
XY wm @By X2 X2 for < w2
m=n+1
Obtained relations (43), and (46), prove that expansions (34) with coefficients
X, defined by (35) are correct. Symmetry relations (36) remain to be proved:
If n< —2(k = —n), then from (46) we have

it |
Xy 28 sV L ixNC 47)

m=-k+1

when the index is changed, m = p—k, we have

k=1 k
X%= =23 X3, X"2 = =2 § X2,X%;2, (@8)
p=1 p=1
For even N (X} % = —XY~? from assumption (3)) we have
k k
X4 =2 ¥ XLa-pXyT= =2 ¥ X2 XY (49)
p=1 p=

A comparison between this expression and first equation (46) results in:
X%, = —XV (50)

For edd N (XY, = XY-2) we have
k k o k=1
XN =2y X X125 Xh X020 X2, X" aX)

p=1 p=1 m=0
and by analogy
sk, (51)

what brings to the end the proof for the correctness of expansions (34) with (35) and
(36).
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OBJECTIVE CHARACTERISTIC PARAMETERS OF LOUDSPEAKERS
IN THE ASPECT OF PSYCHOACOUSTIC DATA

E. HOJAN

Institute of Acoustics Adam Mickiewicz University
(60-769 Poznan, ul. Matejki 48/49)

The paper presents the proposal of an objective evaluation of loudspeakers. Certain
subjective properties of the hearing organ should be taken into consideration. The aim of
these loudspeaker investigations is to correlate results of objective investigations with
a subjective evaluation of the sound emitted by loudspeakers.

1. Introduction

The correlation of objective and subjective evaluations of a sound propagating
in a given room or open space is one of the basic problems faced by au-
dio-acousticians [3, 10, 14, 15].

When an electric transducer, e.g., a loudspeaker, acts as a sound source, the
physical parameters of the loudspeaker can affect the subjective evaluation of the
sound. The question arises about the relation between the parameters and the
evaluation. Transfer response and harmonic distortions are the most frequently
determined physical parameters of a loudspeaker.

The method of subjective evaluation of a sound transmitted by a loudspeaker
used to date lead to their one-dimensional arrangement with respect to, for example,
the degree of fidelity of sound reproduction understood as, for example, global
evaluation or with respect to selected attributes of sound sensation [14].

A critical analysis of methods of subjective evaluation of loudspeakers indicates
that such factors as:

— the reference sound source, the number of loudspeakers tested, the test material,
the acoustic properties of the listening room, the selection and number of subjects,
the tasks assigned to the subjects,

— the aim of the investigations, e.g., the arrangement of loudspeakers with respect
to the selected attribute of the sensation perceived, the selection of a loudspeaker
which reproduces the sound signal with the highest fidelity,

significantly affect the results of the investigations.
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In reality, a subject is guided by more than one criterion of evaluation — also in
the case of a global subjective evaluation of a sound emitted by loudspeakers.

The multidimensional character of the sound perception space was the basis of
an attempt to apply the multidimensional scaling technique (MDS) to investigate
this space [3].

In the subjective evaluation of sounds by the multidimensional scaling tech-
nique, the number of the dimensions of the perception space indicates how many
independent criteria are used by the subject during this evaluation.

The measurements of objective parameters of loudspeakers provide data which
help arrange loudspeakers with respect to a given parameter and then compare this
arrangement with arrangements which are the result of the subjective evaluation
along another dimension of perception [6, 7, 8, 9].

The results obtained indicate, however, that the correlation between these
arrangements is still not satisfactory.

2. Aim

The aim of the investigations was to determine the relation between the
subjective evaluation of a sound and modified objective parameters of loudspeakers.
We employed the technique of multidimensional scaling for the subjective evalua-
tion, whereas in the objective evaluation excitation with a stationary signal as well as

the impulse technique were used.
' It would seem that this domain has been fully investigated and only a further
development of technology can increase the precision and rate at which objective
parameters of a loudspeaker are determined [6, 11].

Our working hypothesis was that if the results of psychoacoustic investigations
are used to evaluate objectively the parameters of a loudspeaker, the results of
subjective evaluations can further approach objective investigations.

Therefore, through the weighing of results of evaluations of objective parame-
ters, given that the function of the weight is the result of psychoacoustic inves-
tigations, it is possible to determine the parameters of a loudspeaker which
incorporate some kind of effects, namely subjective evaluations.

3. Objective parameters of the loudspeaker

When selecting loudspeaker parameters, the author’s experience was helpful in
investigating the perception of changes in transient sounds [4], in checking
loudspeakers by means of impulse methods and in studying the perception of the
deformation of impulses in the acoustic field of the loudspeaker [5].

It follows from this experience that the parameters connected with the
loudspeaker response to the excitation by the Tone Burst sound are a necessary
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complementation of parameters which directly describe the transmission properties
of the loudspeaker in the steady state. This is so as it is necessary to treat the
loudspeaker as a nonminimal-phase system, especially in the high frequency range.

The justification of the selection and detailed definitions of objective parameters
of the loudspeaker have been quoted elsewhere [1, 4, 6]; those which have been used
in the present investigations are discussed below.

3.1. Transfer response

This response was determined by excitation using a sinusoidal signal with
retunable frequency. Next, the width of the transfer band Af was determined.
Maximal values of deviations from the value of the mean level indicate the
irregularity of AL response in the response band.

3.2. Transient response

The loudspeaker transient response, i.e., its transfer response for a given time
moment, after the disconnection of the excitation Tone Burst signal, was recorded by
the measurement system described in detail elsewhere [6]. The transient response
index D was adopted as the measure of the deviation of the loudspeaker transient
response from its transfer response in the steady state (for a given time t after the
disconnection of the excitation signal) where

D=3 (Lw—Ly [dB]
ny

L,; — the value of the acoustic pressure level of a steady state signal at its i-th
frequency. L,; — the value of the acoustic pressure level of the signal final transient at
a given time after the disconnection of the excitation signal with the i-th frequency,
n — the overall number of frequency components.

Additionaly, the quantities D, which define the difference between the maxima
and minimal values of the index D for successive times t were determined.

3.3. Duration of the initial and final transients

The duration of transients connected with the signal growth “¢,” — the initial
transient, and with the signal reverberation “¢,” — the final transient, is one of the
basic measures of transient distortions introduced by the loudspeaker when it is
excited by an impulse.

Taking into account the character of transients of loudspeakers excited by tone
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FIG. 1. Time response of the loudspeaker to impulse excitation
x — mean value curve at the steady time segment

t,, — duration of the initial transient

t,, — duration of the steady state

t,y — duration of the final transient

impulse, we have defined the durations of the initial and final transients as time
segments t, =to; and t, = t,;3 (Fig. 1).

The duration of the transients can be expressed directly in time units (ms). It is
also possible to take into account a specific value of the frequency of the signal
excited by means of the number of vibration periods (T). Hence, for f= 2000 Hz
(T=0.5 ms) the duration of the 2 ms transient is equal to 4 in absolute units.

3.4. Energy, coefficient

The energy ratio at time to,, t,5 reffered to the steady state energy at time
segment t,, was adopted as the measure of energy of transient during the signal
growth H, and its decay H.,.

4. Selected results of psychoacoustic investigations

At was mentioned above, the loudspeaker parameter discussed in Section 3 were
selected from a greater number of parameters. The selection criterion followed from
the degree of their correlation with the subjective evaluation of the sound, defined
through the arrangement of loudspeakers using the method of multidimensional
scaling.

The results obtained were not satisfactory for the author (g < 0.80). It was
decided to modify the objective parameters through their appropriate weighing
resulting from the data obtained from psychoacoustic investigations.
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When defining the weight of particular parameters, it was decided to take into
account the following facts known from the theory of hearing [1, 2, 12]:
— the width of the critical band up to the band mid frequency f,, = 500 Hz is equal
100 Hz and for higher frequencies it is equal to 17% of the value of the mid
frequency,
— the resolution capability of the hearing organ in the frequency domain changes in
accordance with the curve shown in Fig. 2,

Af,
08 \

06
\

)

LN -
Fic. 2. The curve of changes in the resolution

capability of the hearing organ in the frequency 0
function [12] 100 500 tk 2k 5k 10k [Hz]

— the masking effects affect the overall loudness of the sound, tonal balancing and
hence the sound timbre. Sound loudness can be determined for example on the basis
of, what are known as Zwicker nomograms. When determining sound loudness, its
spectral composition and the effects of the mutual masking of components are taken
into consideration,

— the hearing organ values are an acoustic signal in the frequency function in the
band of up to 500 Hz according to the linear scale and above according to the
logarithmic scale,

— the hearing organ is capable of recording changes in the values of the signal
acoustic pressure; this capability is greater in the case of pressure increase than
decrease.

5. Conditions of the investigations of loudspeaker objective parameters

When discussing problems connected with the determination of loudspeaker
objective parameters, other problems which can affect the final result should also be
taken into consideration. The latter include the determination of the conditions of
objective measurements.

The first problem is where, in what room, the objective measurements of
loudspeaker should take place. As has been indicated by the investigations
conducted by the present author, among others, a correlation of the objective
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evaluations with parameters of a loudspeaker for the steady state occurs only when
these parameters have been determined in the same room in which subjective
evaluation takes place.

When loudspeaker parameters were related to its work in the transient state,
they correlated with the subjective evaluation also in the case when the parameters
were determined in an anechoic chamber.

The second methodological problem connected with objective investigations is
that of the approximation of diffraction around the measurement microphone to real
conditions. Due to the size of the subject’s head (@ ~ 17 cm), these effects are
significant especially for acoustic signals whose wave length i < 17 cm, which
corresponds to the wave frequencies f > 2000 Hz.

The optimal solution which takes into account the diffraction effects seems to be
mount the microphone in an artificial head.

6. Psychoacoustically weighed objective parameters of the loudspeaker

A detailed analysis of the problems discussed above was the basis for the
formulation of a proposition to modify the definitions and the methodology of
measurement of selected parameters of the loudspeaker.

The propositions were presented with reference to each parameter.

6.1. Steady state

6.1.1. Transfer response. The measurement of this response was made in
a listening room by exciting the loudspeaker with a sinusoidal signal. The
microphone was mounted in an artificial head, and its output signal was recorded by
the A/C transducer.

The following are adopted as parameters of the transfer response:
— transfer band Af [Hz],
— irregularities of the response AL [dB] determined in the entire transmission band
(fa4=f,) and in bands (f;+500) Hz, (500 f,) Hz,
where:
— Jo f; — the bottom and top frequency of the loudspeaker transfer band
(Af =1, — 1o ‘
— loudness N in sones and the level of audible intensity L, in phones, determined on
the basis of Zwicker nomograms (transfer response is treated as a spectrum of the
acoustic signal registered at the loudspeaker output),
— area A, [dB], exceeding the mean level of the transfer response by values
greater than +2 dB in the entire transfer band and in ranges (£, 500) Hz, (500 = JA
Hz. The parameter Af, AL, N, L,, A, , are determined at linear (frequency up to 500
Hz) and logarithmic (frequency above 500 Hz) scales of frequency changes.
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6.2. Transients

6.2.1. Transient response. The measurement of the transient response is done
under the same conditions as was the case with the transfer response. The following
are adopted as parameters of the transient response:

— the parameters 4f, AL, N, L,, A, determined under the same assumptions as
was the case with the transfer response,

— the parameters of transient response D and D,,

— the parameters A(4f), 4(4L), AN, AL,, AA . ,, which determine the diffrence of
the absolute value of parameters Af, AL, N, L,, A ,, transfer response and transient
response for successive moments of time 7.

At the same time in the measurement system designed to determine transient
responses, a possibility of the change of the gate opening time is envisaged in the -
microphone system which records the loudspeaker response to a given excitation by
the Tone Burst signal, at a determined shape of the gate envelope.

Within the frequency range of Tone Burst below 500 Hz, the gate opening time
is constant and equals 10 ms.

1 . At
For frequencies higher than 500 Hz, time At decreases and T= const. = 5.9.

Hence,
fer'f=1"%Hz

At = 59 ms,
for f=5 kHz

At= 1.2°mg
for f=10 kHz

At = 0.6 ms,
for f=16 kHz

At =04 ms
6.2.2. Durations of the initial transient t, and final transient t,. Energy coefficients

H, H,

The measurements of these quantities are made under the same conditions as
the measurement of the transient response in the measurement system with the gate
width retunable in time. ;

7. Results

The investigations comprised three groups of loudspeakers: low, mid, and high
tone ones, six loudspeakers in each case. The low tone loudspeakers are the same
type of loudspeakers with changes in the design of the membrane mass and coil
circuit. Individual mid- and high-tone loudspeakers differed with respect to their

type.
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7.1. Results of subjective evaluations

A sketch of the listening room in which subjective evaluations and part of
objective evaluations were conducted is shown in Fig. 3.

a=7’m

2m

loudspeakers
o g™ o

o o] o

bt b=65m
acoustical

’_ baffle

operator 3m

Isubject I
: doors

h=3m

15m

TIITTIT \j

FiG. 3. A sketch of the listening room

The basic investigations were preceded by preliminary investigations which
included a test of the subjects’ selection and a selection of the listening material. They
also helped define the influence of the source directivity on the results of the
evaluations.

Following the preliminary investigations, in which the correlation of the ranks
of each of the subjects was determined with respect to the subject for whom the value
of the statistics tested was the highest, six subjects out of ten were selected to
participate in the basic investigations. The results of this selection were verified using
the MDS method. The compatibility of the evaluations of subjects was verified on
the basis of Kendall and Babington-Smith’s concordance index [3].

Once it was determined that the subjects evaluate the loudspeakers under
investigation in a similar way, the differences in the arrangement of the loudspeakers
with respect to different musical pieces were interpreted as a uniformity test of the
sample material.

Table 1 includes a description of 6 musical pieces (duration ~ 10 s) together
with stress values for particular dissimilarity matrices, respectively in three-, two- and
one- dimensional perception space.

The criterion of 5% stress value was adopted as the measure of the adjustment
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Table 1. Description of musical pieces

Type Stress
No of Performer Title [%]
music I I il
1 | big beat Jimmy Hendrix Stepping 434 0.244 b
stone
2 | popular Bert Kaempfer Caravan 39.2 0.001  {
orchestra
3 | popular Uriah Heep Sunrise — 22.6 0
group g
4 | popular Zygmunt Malik Sweet Beat 346 0.126 X
orchestra
5 | big beat Jimmy Hendrix Midnight 43.2 0 X
6 | big beat Dzamble group I've got to - 22,6 0
have a girl
friend

of the perception space to the data in the dissimilarity matrix. It follows from the
analysis of the data in Table 1 that for four musical pieces (1, 2, 4, 5) the perception
space of sensations is two-dimensional, and for two musical pieces (3, 6) it is
three-dimensional. Considering the percentage of the total variance connected with
a given dimension, a hypothesis was advanced about the significance of two
dimensions of the perception space which differentiate the loudspeakers under
investigation.

In an attempt to explain any influence of the source directivity on the results of
the subjective evaluations by the subjects, the results of the evaluations from two
series of the investigations 4 and B were compared. The series differed only as
regards the location of the loudspeakers with respect to each other (Fig. 4).

A B
FiG. 4. Distribution of loudspeakers in series < ]2 e
e B 4|5]6 +1 513

The investigations conducted using the MDS technique have shown that the
impression of the directivity does not have any influence on the arrangement of the
loudspeakers in series A4 and B along the 1st dimension of perception and can be
almost neglected (the transposition of loudspeakers 2 and 3) during their arran-
gement along the 2nd dimension of perception.

Six subjects took part in the basic investigations. They evaluated three groups of
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loudspeakers (each time six loudspeakers) on the basis of the selected sample
material. The method of stimuli comparison by triade was used. The same musical
piece reproduced by one of the 3 loudspeakers switched on randomly by the
experimenter was evaluated in the triad. The subject had at his disposal three
buttons and made decision about the order in which he switched on one of thz three
loudspeakers. The subject’s task was to point to the pair of loudspeakers most
similar and most dissimilar with respect to each other. The results of the evaluation
of the similarity between the sounds was processed by the method of multidimen-
sional scaling of individual differences INDSCAL.

On the basis of the dissimilarity matrices defined for all subjects and for all
pieces of music, a two-dimensional perception space and an appropriate arran-
gement of the loudspeakers along both dimensions were obtained for each group of
loudspeakers.

7.2. Results of objective evaluations

A block diagram of the measurements system was shown in Fig, 5.
The use of the microcomputer helped fully automate the entire process of
measurement and data processing. All loudspeakers from the three groups were

<
78 AID i
FiG. 5. Block diagram of the measurement
[ system L — loudspeaker, AH — artificial
head, 4/D — analog-to-digital converter,

FSs c C — computer, FSS — frequency sweep
system, TB — tone burst generator

[dBJ i 3 :
100

TRl e SR

% Sl

I W N ] S |

40

Fi1G. 6. Transfer response (top curve) and 20 }+ ’ i
transient response (bottom curve) of a low - -

tone loudspeaker 0 1 ? 5 [kHz]
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investigated. The same methodology as described in Section 5 was used and the same
parameters as described in Section 6 were determined. Two cases were identified for
transient responses: with constant and varying width of the time gate.

For example, Figure 6 and Table 2 show the results for one low tone
loudspeaker with respect to the transfer response and transient response (z = 1 ms,
varying width of the time gate).

Table 2. Values of low tone loudspeaker parameters determined from transfer
response and transient response

fa j; AL Ay, Af N L, D
[Hz] [dB] [dB] [Hz] [son] | [fon] |[dB]
(fa=500) 245 0.56 s = = 2.
Transfer :
response (5001, 3.28 1.46 = = s "2
(fa=f) 321 1.38 3306 | 891.1 1381 | -
(f,+ 500) 511 3.01 3 sy - 95
Transient (500+) i1 % = n 5 £
response :
(faxh) 4.26 247 3240 508.2 1299 | 121
Difference (fa4=+500) 3.26 245 5 .l 3 i3
in the value of :
the parameters (500+1,) 0.84 0.95 — = - L
S bkl sonpomss (faf) 095 1.09 66 | 3829 82 | —

Table 3 shows the results of the measurements of the duration of transients t,, t,
and energy coefficients H,, H.. ;
Table 3. Values of low tone loudspeaker parameters determined from transients

o 1
fd’ fg [HZ] [mS] tz [T] Hn Hz
(f3=+500) 228 2:33 091 0.30
(5001, 4.85 4.53 e 0.110
(fa+f) 4.57 4.29 0.93 0.13

Numerical data of particular parameters of loudspeakers shown in Tables 2 and
3 helped arrange the loudspeakers in three successive groups, according to the
growing numerical values of the parameters.

7.3. Correlation of subjective and objective evaluations

SPEARMAN’S [3] rank correlation index ¢, was used to investigate the correlation
force between two arrangement scales. Adopting the significance level a = 0.05, for
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the number of elements tested n = 6, we get the critical value of the rank correlation
index g,(«, n) = 0.83. Hence the value g, > g, = 0.83 decides on the existence of
a dependence between the arrangements.

Matching the arrangements of loudspeakers obtained as a result of subjective
and objective evaluations, each time in a given group of loudspeakers, the values of
the rank coefficient g, were determined. In practice, this means a comparison of
arrangements in the dimension of the perception space which are the result of the
subjective evaluation with arrangements which result from the growing numerical
values of the parameters of the loudspeakers.

Assuming the value g, > 0.83 as the necessary condition for the existence of
a correlation between the evaluations, the following parameters of the loudspeakers
were distinguished:

1. First group of parameters:

Parameter f, g, = 1.00, first dimension of perception,

Parameter D, g, = 1.00, second dimension of perception (parameter D — defi-
ned for the transient response determined at the constant width of the time gate).

2. Second group of parameters:

Parameter t, (max), g, = 0.94, first dimension of perception

Parameter t,(f;+f,), o, = 0.83, second dimension of perception.

3. Third group of parameters:

Parameter N, g, = 1.00, first dimension of perception,

Parameter L,, o, = 1.00, first dimension of perception,

Parameter A, ,, g, = 0.89, second dimension of perception

Parameter AL, o, = 0.89, second dimension of perception.

A detailed analysis of the results helps formulate the following conchusions:

1. When evaluating different types of loudspeakers with assumed large differen-
ces in the transmission band range, a full correlation with the subjective evaluation is
obtained by the band width of Af (as defined in Section 3.1) — in the first dimension
of the perception space and the transient response index D (as defined in Section 3.2)
in the second dimension of the perception space.

2. When evaluating one type of loudspeakers (very small differences in the
parameters of the design assumed), the best correlation with the subjective
evaluation is obtained between the parameters of the loudspeaker connected with the
transients, precisely with the duration of the initial transient ¢, (as defined in Section
3.3; its maximal value in the entire transfer band) — in the first dimension of the
perception space and the duration of the final transient ¢, (as defined in Section 3.3:
its mean value for the entire band of the space) — in the second dimension of this
space.

3. The evaluation of different types of the same group loudspeakers leads to the
statement that in this case the best correlation is found between the parameters of the
loudspeaker connected with loudness N or the loudness level L, (as defined in
Section 6.1) — in the first dimension of the perception space and the area 4., (as
defined in Section 6.1) — in the second dimension of this space.
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In the second dimension of the perception space the equivalent value of the-
correlation index is also provided by the non-uniformity of the transfer response AL
(as defined in Section 6.1).

8. Conclusion

An attempt to correlate subjective evaluations of a sound emitted by loud-
speakers with objective parameters of loudspeakers, on the basis of the technique of
multidimensional scaling, subjective evaluations and the methods of the steady state
and the impulse technique (objective evaluations) has shown that such a correlation
exists at level ¢ = 0.83. Specific requirements pertaining to the methodology of
investigations and the selection of appropriate objective parameters of loudspeakers,
depending on the object of the investigations, have to be observed.

The weighing of the loudspeaker parameters on the basis of the resuts of
psychoacoustic investigations has produced a positive result through the increase of
the degree of the power of the correlated evaluations.

Presently, it seems extremely interesting to look for two independent attributes
which describe the quality of the sound perceived, ascribed to two determines
dimensions of the perception space.

The results of these investigations will help bind specific parameters of
loudspeaker parameters with attributes of the perception space.
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The aim of the presented investigations was to determine the relations between the
selected attributes of sound perception space and the subjective evaluation of sound
“fidelity”. Each sound examined was evaluated twice: for its “fidelity” with respect to the
mental model and for the attributes of sound perception space (“clearness”, “fullness”,

“spaciousness”, “sharpness”, “loudness”, “lack of distortions”). We examined test signals

(pink noise, white noise, speech signal and a musical piece) filtered by five kinds of filters and
reproduced by a loudspeaker system. Hi-fi experts acted as subjects. Analysis of the results

showed that “fullness”, “sharpness™ and “lack of distortions” determine the values of the

subjective evaluation of sound “fidelity” when “fidelity” is evaluated with respect to
a mental model.

1. Introduction

The quality of loudspeakers is evaluated by objective methods in which selected
acoustic and electrical parameters are measured and by subjective methods in which
the quality of reproduced sounds (of music and speech) is evaluated on the basis of
a listening test. There are many methods of objective evaluation of loudspeakers.
However, full correlation between the objective and subjective evaluations still lacks
[1, 2]. This is why attempts are made to find such methods of objective evaluation of
loudspeakers which would correlate with the subjective evaluation. In order to
achieve this aim, we must first explain what physical parameters of a reproduced
sound influence its evaluation in the listening test. To find these parameters must
determine first how many independent criteria a subject uses to evaluate complex
sound (such as speech or music). The authors have conducted investigations [3] on
the basis of which they have identified six criteria of sound evaluation in a listening
test: “fullness”, “spaciousness”, “sharpness”, “clearness”, “loudness” and “lack of
distortions”. These criteria have been called attributes of the sound perception space.
It is known that auditory evaluation of loudspeakers is connected primarily with the
evaluation of the “fidelity” of reproduction. Therefore, it was decided to determine
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which of the selected attributes of the sound perception space affect the auditory
evaluation of its “fidelity”.

The “fidelity” of a sound transmitted through a loudspeaker is evaluated
objectively by the measurement of the difference between the physical parameters of
the input signal at the microphone and the output signal at the loudspeaker, and
subjectively by the evaluation of the difference in the perception of a sound
transmitted by the loudspeaker and the original sound. If the differences are below
the perception threshold, the transmitted sound is considered to be of “absolute
fidelity”. If few subjects perceive a difference between a sound radiated by the
loudspeaker and the original sound, then the transmitted sound can be called a “high
fidelity” sound [4].

The subjective evaluation of the “fidelity” with respect to the original sound is
very rarely used in practice as such investigations are very laborious and costly. For
these reasons, evaluations of “fidelly” are usually performed with respect to a certain
model. The latter can be one of the following:

— an original sound remembered by the subject (mental model)

— a sound reproduced by a model loudspeaker

— a “simulated live” (a sound transmitted by the loudspeaker) the sound plays
the role of the original sound [5].

In the present paper we discuss the results of investigations which allow to
determine the relation between selected attributes of sound perception space and to
evaluate its “fidelity” with respect to the mental model. The assumption is that this
model of “fidelity” most closely approximates the practice of evaluation of the
quality of reproduced sounds.

Knowing the physical parameters of sounds which affect the attributes of the
sound perception space and knowing the relation between the evaluation of sound
“fidelity” with the attributes of sound perception space, it is possible to determine
which physical parameters of sound affect the evaluation of its “fidelity”. Exp-
lanation of these relations will help to find the correlation between the objective and
subjective evaluation of loudspeakers.

2. Method

2.1. Signals and subjects

Four one-minute test signals were examined:

P1 — pink noise (—3 dB/octave), sound level 80 dB (A)

P2 — speech — speaking male voice of the master of ceremonics in a theater.
Sound level 75 dB (A). Gramophone record: PRONIT PLP0035

P3 — wideband music — orchestra, excerpt from “Les Préludes” by F. Liszt,
performed by Berlin’s Philharmonic Orchestra. Sound level about 75-85 dB (A). CD
Deutsche Gramophone 413587-2 GH
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P4 — white noise, sound level 80 dB (A).
All signals were filtered through each of the five filters whose frequency responses are
shown in Fig. 1. The frequency responses of the filters have been selected to
correspond to the frequency responses of various average class loudspeaker systems.
After filtering, the number of signals to be investigated was 20, i.e., 4 test signals x 5
filters. They were reproduced through a stereo EXTRA FLAT loudspeaker system.
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FiG. 1. Frequency responses of filters F1-F5

The sound levels given above refer to .the level of the respective test signals as
reproduced by the loudspeaker system with no filtering (F1) and measured by
a sound level meter at the listener’s position in the listening room.

The listening tests were presented in a listening room compatible with IEC
standards [6].

Eight subjects (men aged 25-40 years) participated in the investigation. They
were randomly chosen from among hi-fi experts.

2.2. Procedure

The evaluation of sounds was performed in two stages:

— at the first stage selected attributes of the sound perception space were
evaluated

— at the second stage the “fidelity” of reproduced sound with respect to the
mental model was evaluated.

The selection of sound attributes was based on the results of earlier inves-
tigations [3] in which it was found that the attributes may be defined as follows:

— “clearness” the sound is pure, clear; different instruments and voices can be
easily distinguished, instruments and voices sound clear and pure without distor-
tions, onsets, transients and other in the music details can be easily perceived

— “sharpness” the sound contains components whose mid- and high-frequency
levels are too high
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— “fullness” means that the sound contains the entire spectrum without any
limitations, at least in the bass range. A sound which lacks the bass range is the
opposite of a “full” sound

— “spaciousness” the reproductions is spacious, the sound is open, has width
and depth, fills the room, gives the impression of the subject’s presence in the space
surrounded by sound

— “lack of distortions” indicates a pure sound, without distortions, one which
is not harsh, hiss, or rumbling,

The subject’s task was to assess each sound on the 0+ 10 scales on the basis of
the following attributes. Value equal equal to zero indicated a complete lack of sensation
connected with a given attribute while a value equal to ten indicated the maximum
sensation. During the listening test the subjects used a definition list of attributes to
which they could refer any time.

In the evaluation of sound “fidelity” subjects compared the sound with respect
to a mental model. A value equal to 0 on a 0+ 10 scale indicated sound reproduction
which differed most from the mental model while a value equal to 10 indicated an
ideal reproduction of the mental model. Mental models of the white and pink noises
were shaped in the subjects as a result of their long exposure to these types of
sounds; the subjects were recruited from among designers of loudspeakers who are
exposed to white and pink noises in their everyday work. At both stages of the
investigations subjects evaluated each sound four times.

3. Results

The results of the subjective evaluation of sounds underwent a multidimensional
analysis of variance (ANOVA) separately for each subject and for all subjects
together [7]. A mixed model was used in which subjects were taken as a random
factor, while test signals and filter characteristics were taken as a constant factor. The
results of the evaluation of each attribute of sound were analyzed separately.

The analysis of variance makes possible estimates of reliability for each subject
individually (the intra-individual reliability index r,) and for all subjects together
(the inter-individual reliability index r,) [8]. The interpretation of reliability r, and r,
should be considered with the random error MS,. If r, > 0.70 and MS, < 1.5, the
reliability is good, if 0.40 < r,, < 0.60 and MS, < 1.50, the reliability is satisfactory.
However, if r,, <040 and MS, > 1.50, the reliability is not satisfactory.

The reliability index r,, ranged from 0.7 to 0.9 whereas MS, ranged between 0.3
and 1.5, depending on the attribute and subject.

The obtained values of the reliability index r,, and random error MS, show that
the reliability for each subject is good.

Inter — individual variability r, refers to the agreement between the ratings of
different subjects. The results in Table 1 indicate that the subjects give similar weight
to different perceptual dimensions.
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Table 1. Results of the analysis of variance of group data, separately for particulary attributes of the
perception space and for fidelity; x denotes statistically significant differences at the significance level
a =001, r, — reliability index for the agreement between subjects, MS, — error variance

Source of variance Clearness [Sharpness| Fullness paeious Loudness _Lack. Fidelity
ness of distortions
Filters X % x o x x
Signals x x X x
Subjects x x x x X x x
Filters x signals x % % - x x x
Filters x subjects ;- E x % x x X
Signals x subjects x x X X X x x
Filters x signals x subjects X x x x x X
T 0.91 0.97 0.96 0.96 0.96 0.77 0.97
MS, 0.82 0.81 1.00 1.18 047 1.0 1.13

It follows from the analysis of individual and group data for a subjects that the
evaluation of the attributes of the perception space of the sounds under investigation
depends on:

a) the test signal — the sounds were differently evaluated depending on the test
signal

b) subjects — different subjects tend to use somewhat different parts of the
010 scale

c) filter characteristics — the sounds were differentiated depending on the
frequency responses of a filter through which the test signal was passed.

Table 1 shows results of the analysis of group data, separately for specific
attributes of the perception space and “fidelity” (x denotes statistically significant
differences between groups of sounds under comparison). Considering the fact that
the analysis of variance showed statistically significant differences between the
subjects, we can conclude that the subjects differed as to the absolute evaluation of
sounds on the 0+ 10 scale. The results the subjective evaluation of sounds were
therefore interpreted on the basis of the values of the median and not on those of the
arithmetic mean, determined from the data obtained by all the subjects. Figure
2 shows values of the median of the subjective evaluation of sounds. The bottom and
top quartils have been indicated.

It follows from Fig. 2 and Table 1 that:

— the evaluation of the “lack of distortions” of the sounds under investigations
does not depend on the frequency response of a filter and the test signal but only on
the interaction filter x test signal. This suggests that differentation of sounds is
dependent on the kind of test signal filtered. This can be related to the fact that the
influence of the filter frequency response on the spectrum of reproduced sound is
dependent on the kind of test signal.
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— the evaluation of “loudness” and “clearness” depends primarily on the
frequency response of a filter through which the test signal was passed

— the evaluation of the remaining attributes of the perception space and
“fidelity” is greatly affected by both the frequency response of a filter and the kind of
test signals.

4. Analysis of the relation between the separate attributes of sound perception and the
global evaluation of sound “fidelity”

4.1. Methods of analysis

The relation between the attributes of the perception space and sound “fidelity”
has been examined by means of analysis of correlation and multiple regression. The
analyses were made separately for three kinds of data:

1. The results of the evaluation of sounds for each test signal P1-+ P4 were
considered separately. Since test signals were filtered through five different filtres
F1-+F35, five sounds corresponded to each test signal. Hence only five elements were
included in the analysis of this kind of data. For this reason multiple regression could
not be determined simultaneously for all attributes of the perception space (the
number of elements was smaller than the number of variables examined). It was
assumed that multiple regression must entail such attributes which have the greatest
influence on the evaluation of “fidelity”, i.e, whose variability determined the
greatest number of variable “fidelity”.

2. The results of the evaluation of all sounds under investigation were analysed,
a total of 20 elements, i.e., 4 test signals x 5 filters. The results of the analysis could be
affected in this case by the interaction filter x test signal (the influence of the filter
frequency response on the evaluation of sound, dependent on the test signal).

3. The differences between median values of the sound evaluation and the mean
value of median for the sound evaluation by the same test signal were considered.

Table 2 shows examples of the median values of the evaluation sound “fidelity”
for the all sounds under investigation and arithmetic means of medians by the same

Table 2. Median values of the evaluation of sound “fidelity” for particular test
signals P1—P4, particular filters F1+F5 and mean values of median for
particular test signals

F1 F2 F3 F4 F5 Mean
Pl 6 3 6 4 6 5
P2 5 6 6 5 v} 58
P3 3 3 6 3 6 4.6
P4 > 3 4 3 4 38
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test signal (given in the right-hand margin in the matrices in Table 2). The values
shown in the rows reflect the results of the evaluation of sounds “fidelity”,
respectively, to the test signal P1-+ P4. The values shown in the columns reflect the
results of the evaluation of sounds “fidelity” filtered through the filter with a specific
frequency response, respectively, F1 +FS. The data shown in Table 2 can be used to
determine values equal to the differences between the median values of the
evaluation of sounds under investigation'and the mean value of these medians for the
same test signal. The values are shown in Table 3.

Table 3. The differences between median values of the evaluation

sound “fidelity” and the mean value of median for the sound

evaluation, by the same test signal. The values were determined on the
basis of the data shown in Table 2

F1 ¥l F3 F4 F5
P1 1 -2 1 -1 1
P2 -0.8 0.2 0.2 —0.8 1.2
P3 0.4 —1.6 24 =16 24
P4 1.2 —0.8 0.2 —-0.8 0.2

These data, contrary to those of the second kind, are not affected by the
interaction filter x test signal.

4.2. Results of the analysis

Table 4 shows the values of the linear correlation coefficient after PEARSON [9],
which determine the relationship between the values of the evaluation of “fidelity”
and the values of the evaluation of specific attributes of the perception space of the
sounds under investigation. The square value of this coefficient multiplied by 100
determines the percentage of variability of “fidelity” caused by the variability of the

Table 4. Coeflicients of liner correlation after Pearson, determined between evaluation of
Hfidelity” and particular attributes of the percepion space for three kinds of data — 1,2, 3

Attributes Pk

Clearness [Sharpness| Fullness |Spaciousness |Loudness fdi ;
Kinds of data of distortions

; Pl 0.79 —0.27 0.93 0.94 0.79 0.84
i. P2 0.53 0.00 0.53 0.76 0.80 0.75
P3 088 | —0.08 0.95 0.96 0.75 0.39
P4 0.37 —0.54 0.93 0.51 —0.06 -
2. 0.45 —0.48 0.88 0.88 0.34 0.21

3. 0.68 —0.18 0.85 0.82 0.52 0.60
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values of specific attributes of the perception space of the sounds under investigation.
The values of correlation are shown separately for each kind of the data analysed
— the values determining a statistically significant correlation at the significance
level of & = 0.05 are shown in bold type.

The correlation between the values of “fidelity” and the values of “lack of
distortions” has not been determined for the case of a white noise (P4). The sounds
there always awarded the same evaluation with respect to the “lack of distortions”.

The analysis of the results shown in Table 4 helps state that the values of the
“fullness” of sounds correlate statistically significantly for almost all kinds of data
(except for data for the speech signal) with values of the sound “fidelity”. Among the
attributes whose values most often correlate with the values of the sound “fidelity”
are “spaciousness” and “clearness”. “Sharpness” is the only attribute whose
coefficient of correlation has a negative value. The value of the correlation coefficient
in the case of input data of the second and third kind differ especially with respect to
“loudness”, “sharpness” and “lack of distortions”. This proves that in the case of
these attributes the influence of the interaction test signal x filter was significant.

Multiple regression considered separately for each kind of data showed that:

1. In the case of data of the first kind:

— in the case of the pink noise (P1) the values of attributes “spaciousness” and
“lack of distortions” determined 97% of the variability of the value of the sound
“fidelity”

— in the case of the speech signal (P2) no correlation has been found between
any of the attributes under investigation

— in the case of a musical piece (P3), the values of the “spaciousness” of sounds
reflected 90% of the variability of the values of “fidelity”

— in the case of the white noise (P4), the values of the “fullness” of sounds
determined 82% of the variability of the “fidelity” of sounds.

2. In the case of data of the second kind, values of all the attributes of the
perception space determined 74% of the variability of the values of the sound
“fidelity”, and the same values of the “fullness” of sounds determined 76% of the
variability.

3. In the case of data of the third kind, values of all the attributes of the
perception space determined 73% of the variability of the values of “fidelity”, and the
values of three of them: “fullness”, “lack of distortions” and “sharpness” determined
78% of “fidelity”.

5. Conclusions

1. The relation between the evaluation of “fidelity” and the attributes of the
perception space depends on the test signal. In the case of speech no relation between
the attributes of the sound perception space and the evaluation of the sounds
“fidelity” with respect to the mental model was found. This can be due to the limited
number of measured elements (the degree of freedom was 3) as well as to the lack of
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differentiation of the evaluation of “fidelity” of sounds when speech was the test
signal (see Fig. 2).

2. The relationship between the attributes of the perception space and the
evaluation of the “fidelity” of sounds indicates which attributes of the perception
space significantly determine its evaluation with respect to the mental model.

Correlation between values of the evaluation of “fidelity” and values of the
evaluation of selected attributes of the sounds (Table 4) shows that such attributes as
“spaciousness”, “fullness” and “clearness” correlate with the evaluation of the sound
“fidelity”. It was also found that the selected attributes of the perception space are,
for a specific test signal, mutually correlated. In the case of the pink noise and music
piece there is a correlation between the values of “fullness”, “spaciousness” and
“clearness” and in the case of the white noise there is a correlation between
“sharpness” and “loudness”.

Elimination of the influence of test signals on the results of the regression
analysis helped isolate attributes which, irrespective of the kind of test signal used,
are a significant contribution to the evaluation of sound “fidelity” with respect to the
mental model. These are: “fullness”, “sharpness” and “lack of distortions”.

3. When considering the influence of the attribute “lack of distortions™ on the
evaluation of “fidelity”, one should also take into account different kinds of
distortions, e.g., linear distortions and nonlinear distortions. In the case under
discussion, all kinds of distortion were considered simultaneously.

4. It requires explanation whether the evaluation of sound “fidelity” made with
respect to a model other than mental leads to a similar relationship with selected
attributes of the perception space. Explanation of this problem should facilitate the
search for a uniform relationship between the subjective evaluation of the “fidelity”
of sounds reproduced by loudspeakers and their physical parameters.
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The paper discusses the possiblility of an optimal selection of the early part of the room
echogram during its calculation in computer simulation.

The existence of two such time segments in the echogram has been found.

In the first time segment it is necessary to follow precisely successive reflections. In the
second time segment the reflections can be treated stochastically.

1. Introduction

Numerous works on speech acoustics, room acoustics, electroacoustics and
psychoacoustics indicated the influence of transients on properties of transmitted
sound signals [2, 3, 6, 7, 8, 9, 10, 14, 15, 16, 25, 26, 27]. Room acoustics employs
a number of criteria for the evaluation of rooms. The criteria can be determined on
the basis of their so-called room impulse response (echogram) [5]. The criteria differ
with respect to the value of the early part of the echogram, if one considers the
usefulness of successive reflections and the function of their weight [4, 11, 12, 13, 21].

In computer simulation of echograms of closed rooms it is very important to
determine the size of the early part of the said echogram used to evaluate rooms, as it
determines the calculation time [23]; there is no need to calculate the entire room
echogram (theoretically during an indefinitely long time); it suffices to calculate its
early part. Without going into details about the relations between particular criteria
and whether or not they could be used in computer simulation [4, 24], we attempted
to estimate the border temporal value of the early part of the echogram, in view of
a change of an acoustic signal, perceived in subjective evaluation, connected with
early parts of an echogram (of a different length) through the convolution function.

In order to accomplish the task specified above, speecch and music signals
recorded under the conditions of a free field, following their sampling, were fed into
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the computer. Having undergone the convolution operation there with the early
parts of the room echogram (of a different length), obtained through computer
simulation, following their digital-analog conversion, the signals were recorded at the
computer output in the tape-recorder system.

The acoustic signals prepared as described above have been evaluated subjec-
tively.

2. Recommended values of the time limit of the echogram’s early part

Determination of the echogram of a real room requires that the following two
factors be taken into consideration: disturbances which overlap the echogram
(room’s own noises, noises of the transmission track — the said problems are absent
in computer simulation), and, on the other hand, the fact that it is practically possible
to determine an echogram at a finite time 7; while its definition requires T; = oo.

Since an exponential function approximates the envelope of the decaying
echogram, the value of time determined by the signal dynamics can be assumed to be
the maximal time limit 7. Given signal dynamics equal to 40 dB:

T=3T ' (), [14]

where: T — room reverberation time.
In a cuboidal room with reflecting walls, the number of reflections AN per time
unit At grows along with time square t¢:

4 2
AN = %-tzAt @), [5]

where: ¢ — sound propagation speed [m/s] ¥V — room volume [m?].
Designating the temporal density of reflections as

AN i
m= I [S ]s (3)
we can determine time ¢ from Eq. (2):
vV
= 37 -
t 4nc2 m [s] ( )

Substituting for 1 in the expression (4) the limit value resulting from the inability of
the hearing organ to distinguish signals consisting of a number of impulses per
second greater than m,,,, we get

fo-
I = W'mmu [s] (5
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CRreMER [5] has interpreted the limit value t, as the time of the beginning of static
reverberation; for time values greater than t,, there is no point in precise studying of
the amplitude-temporal structure of the room echogram. Substituting the value of

340 m/s for ¢ in Eq. (5) we obtain

ty =4.5-10 : A/ V' Mimax [mS] (6)

The values of iy, given in the literature, depending on the methodology of the
investigations, are within the range of i, = 20002800 [s~'] [5, 19, 13].
Assuming successive values of i, = 2000 s~ !, and then i, = 2800 s~ !,

ty=2,/V [ms] ™

and
ty = 24./V [ms] (8)

However the time limit which separates the useful echo from the useless one, in the
sense of the disappearance of its perception, has been set by many authors at
40+90 ms. The value depends on the energy of all echoes coming from a given
direction, the difference in the levels of the direct and reflected sounds, sound
direction, the place of the sound reception in the room, the room reverberation time,
the kind of sound signal (speech, music) [1, 5, 15, 18, 20, 22].

Hence we can state that there are two notions which define the early parts of the
echogram from the standpoint of their psychoacoustic evaluation, T, and t,. The
former defines echogram time T, of the early part of the echogram, necessary for
stabilized subjective evaluation of the acoustic sensation in a given room — an
increase in the time segment 7; does not change this sensation. The latter defined
duration ¢, of the early part of the echogram, which is only a certain segment of the
fragment limited by time T; (t, < T), in which a detailed amplitude-temporal
structure of reflections must be taken into account. After this time t,, there is no need
to take into account the detailed structure of the reflections; its stochastic
distribution up to time T; is sufficient.

In computer simulation of the room echogram detailed calculations are necessary
within the time range of up to value t,. The calculations relate to successive
reflections approaching the signal registration point. Over t,, only a segment with
a stochastic distribution of amplitude and duration (T;—t,) can be added to the
echogram with time t,,. This distinction between time T, and t,, helps considerably
shorten the calculation time in computer simulation of the room echogram as well as
the calculation time of the convolution function of the said echogram with a selected
fragment of the acoustic signal.

Consequently, the procedure speeds up investigations with respect to the
evaluation of the acoustic properties of rooms. Real signals of speech or music are
evaluated in a computer simulated room whose physical parameters can be changed
quickly and without any restrictions.
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3. Computer simulation of room echogram

An attempt at the verification of the hypothesis about the possibility of
distinguishing time T, and t, in an echogram, obtained by computer simulation of the
distribution of the acoustic field in a room has been made. The method of virtual
images has been applied.

An echogram was calculated for a room for which simultaneous binaural
registration in the artificial head was simulated; the transfer response of the external
ear was taken into account [17]. It was also possible to stimulate the change of the
position of both the source and reception points of the sound.

The early parts of the room echogram obtained in the calculations, each of
a different length, we convolved with a sampled test signal recorded under the
conditions of a free field.

The test signal consisted of a fragment of speech (a sentence in German) or
a fragment of music a (violin concerto) each lasting 10 s.

The evaluation of the acoustic signals, recorded at the computer output,
following their digital-analog conversion, was conducted by the present authors
through ear-phones. The main task was to determine whether the pairs of acoustic
signals are different or not. The successive pairs of acoustic signals consisted of
randomly combined signals, each of a different (growing) time T; and then of a signal
of a set time T, combined with a signal of a different (growing) time t,,. Each pair was
evaluated by each author ten times. The results of the measurements were analysed
statistically.

4. Results

Three cuboidal rooms A4, B and C were computer-simulated. Their dimensions,
reverberation times and values of critical radius are given in Table 1.

During the first stage of investigations the initial fragment of the room echogram
was calculated at the set localization of the sound source and reception point, for
T, = (50, 100, 150, 200, 250, 300) ms; Fig. 1.

Figure 2 shows results of the calculations for T, = 100 ms and Fig. 3 for T; = 300
ms.

The difference in the subjective evaluation of musical signals of T; = 50 and 200
ms is very clear and greater than that between 100 and 150 ms or 150 and 200 ms.
The comparison of signals T; = 200 and 250 ms and then of T, = 250 and 300 ms
indicates that the difference between them is imperceptible. The border value of the
initial time of a fragment of the echogram T, was estimated to be T, = 250 ms.

In the case of speech signals, the general tendency in the evaluation of the
differences is similar. One perceives not only differences in the global evaluation of
signals but also with respect to specific attributes, e.g., spaciousness or timbre.

The investigations were repeated for room B of the same dimensions as room
A but with a reduced reverberation time T.
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Table 1. Values of reverberation time T and critical radius r in octave bands for computer simulated
rooms, 4, B, C

Dimensions Octave mid frequencies [Hz]
Room b E ::Sh 125 | 250 | 500 | 1000 | 2000 | 4000 | 8000
A 15x20x5 Reverberation
time [ms] 1033 | 1641 910 1669 | 1569 | 1309 | 1144
Critical
radius r [m] 22 | 1 23 1 1.8 1.9 2.1
B 15x20x5 Reverberation
time [ms] 806 | 674 | 716 | 787 | 683 | 616 | 615
Critical
radius r [m] 25 2.7 26 2.5 izl 28 28
C 13x20x4.5 Reverberation
time [ms] 728 613 649 726 718 558 583
Critical
radius r [m] 2.3 25 24 2.3 23 26 27
(15x20x5)m
Q(70,170,20)

|
|
|

I
& I

H(80,90,20)

Fi1G. 1. Room A with source point Q and - F1G. 2. Echogram of room A, at T, = 100 ms.
reception point H.
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Fic. 3. Echogram of room 4, at T, = 300 ms.

Comparison of border values T; with values of the rooms reverberation time
T(Table 1) indicates that for the cuboidal room in question and for the given speech
and music signals, the border values T, are smaller than the values resulting from the
formula (1): for example, in the octave band 500 Hz for room A — T; = 607 ms, for
room B — T, =311 ms.

In the second stage of the investigations the early parts of the echogram of room
C were calculated (Table 1). The reciprocal configuration of the signal source and its
reception point was such that the source with respect to the binaurally registered
signal was localized at the angle of x = —15° and « = —90° (Fig. 4). In these cases,
we adopted T; = 400 ms = const, and the stochastic character of a fragment of the
echogram of room C at the time segment (T;,—t,) was obtained following (com-

(13x20x45)m
Qr35,175,30)

FiG. 4. Room C with source point Q and reception point H.
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putational) alteration of the channels in the system of binaural registration after time
ty = (5, 10, 15, 20, 25, 30, 50, 80, 100) ms. A subjective evaluation comparing acoustic
signals obtained as a result of the convolution of test signals with fragments of
echograms with different times ¢, after which they assumed stochastic character,
showed that the border values of time t,, are within the range of t,, = (80 +100) ms
for speech signals and t,, = (5+10) ms for music signals — when o = —15°. For
a = —90° border values of t,, = (5+ 10) ms were obtained for both speech and music
signals. The comparison of the border values of t,, with values of ¢, resulting from
the formula (7) — t,, =68 ms and (8) — ¢, = 82 ms indicates the lack of their
uniform compatibility or incompatibility.

5. Final conclusions

The investigations help formulate the following conclusions:

1. The hypothesis about the possibility of distinguishing two early parts of the
echogram with border times T; and t,, was confirmed in the subjective evaluation of
the acoustic signal prepered in computer simulation of the distribution of the
acoustic field in a room.

2. The border numerical values of T; indicates a possibility of modification of the
formula (1) by the formula (9):

T=aT ©)

where a = 0.4--0.5; in the formula (1) the value of the coefficient a = 0.67. This
indicates a decrease in the required signal dynamics to the order of 30 dB.

The value of time T; in the cases under consideration does not depend on the kind
of the test signal.

3. For times t,, the border values depend both on the configuration of the system
sound source-registration point as well as on the form of the spectrum of the test
signal. The border values of time ¢, defined by the formula (7) or (8) only for
a specific case were identical to the values t,, determined experimentally; for other
cases, the values of ¢, calculated from the formulae (7) and (8) were much greater. In
each case the border values t,, are greater than the time after which the first reflection
following a direct sound reaches the subject, what again confirms the assumptions
about the significance of this reflection for the subjective evaluation of sound in
closed rooms.

6. Conclusion

The problem of the estimation of the required duration of a fragment of the room
echogram in computer simulation of the distribution of the acoustic wave in the
same room is closely connected with the optimization of the conditions of such
a simulation.
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The results of the investigations indicate the possibility of distinguishing between
two early time segments in the room echogram.

In the first segment, up to time point ¢, it is necessary to follow precisely
successive reflection from room boundaries. At the time segment T,—t,, the
reflections can be treated stochastically.

The formulae (1), (7), and (8) used to determine the value of time T and

t, generally give values much greater than the border values of these times obtained
in the investigations under discussion.

Systematic investigations into the problem, which has only been outlined in the
present paper, are necessary. They would help minimize the calculation time in
computer simulation of acoustic processes in a closed room.
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DETERMINATION OF PERCEPTUAL BOUNDARIES BETWEEN THE.- MALE
FEMALE AND CHILD’S VOICES IN ISOLATED SYNTHETIC POLISH VOWELS'

J. IMIOLCZYK

Department of Acoustic Phonetics, Institute of Fundamental Technological Research,
Polish Academy of Sciences
(61-704 Poznan, Noskowskiego 10)

The problem of perceptual boundaries between the male, female and child’s voices was
considered. The experimental material included 730 synthetic realisations of the six Polish
oral vowels: /i/, /i/, /e/, /a/, o/ and /u/. ,Target” male, female and child’s utterances as well
as a number of intermediate ones were obtained for each vowel by selecting appropriate
combinations of FO and formant frequency values. Results of the listening test show that
FO is the principal factor determining the perception of voice category and that, as such, it
plays the key role in the perceptual normalisation of the speaker’s vocal tract.

W pracy podjeto problem granic percepcyjnych miedzy glosami meskim, kobiecym
i dzieciecym. Jako material badawczy wykorzystano 730 syntetycznych wypowiedzi szesciu
ustnych samoglosek polskich: /i/, /i/, /e/, /a/, /o/ oraz /u/. Poprzez odpowiedni dobdr
warto$ci FO i czestotliwosci formantowych zsyntetyzowano dla kazdej z samoglosek
»docelowe” realizacje meskie, kobiece i dziecigce oraz szereg realizacji posrednich. Rezultaty
badan odstuchowych wskazuja, ze czgstotliwos¢ podstawowa jest zasadnicznym czynnikiem
decydujacm o postrzeganej kategorii glosu i ze odgrywa ona w zwiazku z tym kluczowa rolg
w percepcyjnej normalizacji toru glosowego osoby mowiacej.

1. Introduction

Despite many years of continuous research and hundreds of experiments it has
not yet been explained in what way variability of the speech signal, posing so great
a problem e.g. in automatic speech recognition, is eliminated with remarkable ease
and efficiency in the process of perception. In attempts to resolve this issue some
authors (notably K. N. Stevens and S. Blumstein) have claimed that in the apparently
variable signal there occur certain invariant features which provide guidelines to
perceptual classification processes. Other investigators have considered this line of
research unproductive and have suggested concentrating on attempts to find out how
the listener deals with the variability which is there [11].

D This research was carried out within the CPBP 02.03 Problem.
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One of the sources of variability facing the listener in speech perception are
interspeaker differences. As ,noted by HoLmes [20], variations in the acoustic
structure of a vowel spoken by a man, woman and child are so considerable that the
phonetic equivalence of the three utternances must have a perceptual basis. He goes -
on to say that there probably exist systematic relations between acoustic features,
which allow interpretation of markedly different acoustic signals as linguistically
equivalent (p. 347). Thus, it seems valid to assume that (1) in order to efficiently
eliminate the speaker-related variability from the speech signal the, listener must be
able to differentiate at least three major voice categories, viz. the male, female and
child’s voice and (2) the voice category information is contained in the signal in the
form of appropriate relations between acoustic features.

The possibility of perceptual identification of a voice as male, female or child’s
implies the existence of more or less sharply defined boundaries between the three
voice types. As can be expected, determining those boundaries and establishing
which acoustic parameters affect them should contribute to a better understanding of
the mechanism of perceptual normalisation of the speaker’s vocal tract. These two
aims have provided motivation for the present research.

2. Recording, analysis and resynthesis of natural vowels

At the initial stage, six Polish oral vowels, ie. [i], [i], [e], [a], [0] and [u],
spoken by a male voice, were recorded under laboratory conditions. An RS 249-946
microphone and a cassette recorder Revox B710 were used for that purpose. Special
care was taken to ensure that the level of the recording and the FO pattern
(rising-falling) were the same for all the utterances.

The vowels were then low-pass filtered, sampled at 10 kHz and stored on disk of
a MASSCOMP MC5400 computer. In their subsequent acoustic analysis, a speciali-
sed software packet, named AUDLAB, was used. Of the functions it included the
following were applied:

— FO extraction

— calculation of momentary and average spectra

— preparation of 2- and 3-dimensional spectrograms

— measurement of segment duration.

On the basis of the data derived from the analysis, the vowels were (re)synthesized,
using the Klatt software formant snythesiser?. Choosing the parallel branch of the
synthesiser made it possible to control the amplitudes of individual formants. In
order to make the vowels sound as natural as possible, the second of the two voicing
sources (,,ss” = 2) was selected. The rate of D/A conversion was 10000 samples/sec.

Apart from the ,standard” parameters of formant synthesis (eg. FO, bandwidths

of spectrum envelope peaks etc.), two additional ones were used. One of them, “no”

! A later version of the programme described in [22] was ﬁsed; see also [1].
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corresponds to the number of samples in the open phase of the voicing source period
and the other one, “t]”, controls the spectral tilt. The principles of handling these two
parameters will be described in Sections 3.2 and 4.2.

Vowels synthesized on the basis of the data from the analysis of natural vowels
were analyzed again and the spectral characteristics of the two groups of vowels were
compared. Necessary corrections in parameter values were introduced until the
spectra of synthetic vowels closely matched those of their natural counterparts.

In order to minimize quality-unrelated differences between the particular
synthetic vowels, their duration was made uniform (equal to 440 ms), and the same
amplitude and FO pattern, extracted from the natural [e]*, were applied in all of
them. The values of *“no” and “tI® were also made identical.

Consequently, the differences between the synthetic vowels were limited to: (1)
frequencies, (2) amplitudes and (3) bandwidths of formants as well as (4) the overall
gain control which was used to make the vowels approximately equally loud.

In each vowel, the above-named parameters had constant values, typical of that
vowel. Time-varying parameters such as amplitude of the voice source and FO were
updated every 5 ms®.

The FO contour is illustrated in Table 1. Changes between the discontinuity
points (t =0 ms, t = 100 ms etc.) are linear.

Formant frequencies of the six synthetic vowels are shown in Table 2.

Table 1. FO contour in synthetic male vowels

¢ [ms] || 0 100 25 390 435

FO [Hz] || 139.0 144.0 119.0 112.0 119.5

Table 2. Formant frequencies of synthetic male vowels

Formant Vowel
[Hz] i i & a 0 u
F1 250 365 600 800 620 340
F2 2170 1960 1720 1220 950 760
F3 3100 2530 2620 2760 2730 2250
F4 3770 3230 3050 3760 3920 3030
F5 4500 4100 4350 4850 4560 4140

3) Strictly speaking, both were aproximations of the patterns characterizing the natural [e].
4 Strictly speaking, those changes were delayed until the beginning of the next glottal pulse (cf. [22],
p. 978).
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3. Synthesis of female vowels

3.1. Formant frequencies

The vowel formant frequencies given in Table 2, assumed to be representative of
a male voice, were subsequently scaled in such a way that for each original (male)
vowel its phonetic equivalent was obtained with formant frequencies typical of
a female voice. The k scaling factors given by FANT ([14], p. 87) were used for that
purpose.

The length of the supralaryngeal vocal tract is known to be approx. 15...20 per
cent shorter in the female than in the male (eg. [5], [14]). However, owing to
a difference in proportion of the length of the oral to the pharyngeal cavity in both
genders, the frequencies of the male and female formants cannot be related by means
of a single factor. As shown by Fant ([14], [15]), in order to express the
gender-related differences in the frequencies of the three lower vowel formants, three
separate scaling factors (k1, k2 and k3) are required which, in addition, depend on
vowel type.

Table 3 presents the values of scaling factors adopted in the present work. They

Table 3. k scaling factors and formant frequencies of synthetic female vowels

k1 F1 k2 F2 k3 F3 k4 F4 k5 F5
Vowel N ro1 | A 1% | A | %] ] A || w2 |r%]] ma
i 8 270 22 2647 16 3596 17 4411 17 5265
i 10 402 24 2430 20 3036 17 3779 17 4797
e 24 744 20 2064 19 3118 17 3569 17 5090
a 16 928 16 1415 16 3202 17 4399 17 5675
0 15 713 14 1083 15 3140 17 4586 17 5335
u 10 374 ) 798 19 2678 17 3545 17 4844

are the result of a modification of FANT’s data ([14], Table. 1), taking into account
the articulatory-acoustic specificity of the Polish vowels. The values of k4 and k5, not
considered in [14], were in all cases equal to 17 per cent. Table 3 also shows the
female formant frequencies obtained by appropriately increasing the male formants.

Owing to the differences in the k factors for the individual vowels, selecting the
formant sets intermediate between the male and the female formant values required
that each vowel should be treated separately. It was assumed that the differences in
F1, F2 and F3 between the consecutive formant sets, corresponding to a shortening
of the vocal tract, would not be greater than the difference limens given by
FLANAGAN [16], equal to: +20 Hz for F1, +50 Hz for F2 and +75 Hz for F3.
Consequently, the following numbers of formant sets were obtained for each vowel:
[i] — 11, [3] — 11, [e] — 9, [a] — 8,[0] — 7 and [u] — 7. The sets are presented in
Table 4.
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Table 4. Male/female formant frequency sets

Aol Formant | F1, AF1 | F2, AF2 | F3, AF3 | F4, AF4 | F5, AFS
- set [Hz] [Hz] [Hz] [Hz] [Hz]
1 250 2170 3100 3770 4500

i Ad=2 A=417 | A=496 | 4=641 | 4=765
11 270 2647 3596 4411 5265
1 365 1960 2530 3230 4100

i A=37 | 4=470 | 4=506 | 4=549 | A=697
1 402 2430 3036 3779 4797
1 600 1720 2620 3050 4350

e A4=180 | 4=430 | 4=622 | 4=649 | 4=925
9 744 2064 3118 3569 5090
1 800 1220 2760 3760 4850

a A=183" A=279 | 4=631 | 4=913 | 4=1179
5 928 1415 3202 4399 5675
1 620 950 2730 3920 4560

0 4=155 | 4=222 | '4=683 | 4<1110' | 4=1292
7 713 1083 3140 4586 5335
1 340 760 2250 3030 4140

u 4=51 A=63 | A=713 | ' 4=858 | A=i113
7 374 798 2678 3545 4844

In the synthesis of all the utterances representing the same vowel, formant
amplitudes and bandwidths were constant and identical with those in the original
(“male”) set. Formant frequencies higher than 5 kHz were not considered.

3.2. Fundamental frequency

The fundamental frequency of a female voice is, on average, an octave higher
than that a male voice (e.g. [13], p. 242) and amounts to approx. 220 Hz. In the
present work, fundamental frequency equal to 1.7 that of the male was assumed, after
[23], as typical of a female voice. The female FO pattern and 6 intermediate ones
were obtained by multiplying FO values at each of the discontinuity points of the
male pattern by an appropriate scaling factor (1.1, 1.2...1.7). The average FO value
was 128 Hz in the male pattern and 218 Hz in the female one (see Table 5).

As shown by a number of authors (eg. [19], [23], [28]), the proportion of
duration of the open and the closed phase of the glottal period (the open gotient) is
greater in the female voice and the shape of the glottal pulse is more symmetrical. As
a consequence, the female voice is characterized by a steeper spectral tilt: whilst the
rate of the spectral fall-off in a typical male voice averages — 12 dB/octave ([12],
[13], [17]), in a female voice, it can be as sharp as —15... —18 dB/octave ([23],
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Table 5. Male/female FO contours and glottal period characteristics

FO [Hz] %

scal. mean . |

fact. | Oms | 100ms | 245ms | 390ms | 435ms | FO [Hz] | ™ {"‘:l”r‘ §
1.0 1390 | 1440 | 1190 | 1120 119.5 128 33 | 2% 0
1.1 1529 | 1584 | 1309 | 1232 1315 141 33| 4% 3
12 1668 | 1728 | 1428 134.4 1434 154 3| 51% 6
13 180.7 | 1872 | 1547 145.6 155.4 166 33| 55% | 9
1.4 1946 | 2016 | 1666 | 1568 167.3 179 33 | s9% | 12
1.5 2085 | 2160 | 1785 168.0 179.3 192 33 | 63% | 15
1.6 2224 | 2304 | 1904 | 1792 191.2 205 33 | 68% | 18
1.7 2366 | 2448 | 2023 190.4 2032 218 13| nw | 2a

[287]). It has to be noted, however, that in the case of phonation at high pitch, the
spectral tilt in a male voice can also approach —18 dB/octave ([28]).

In view of the above observations, the following two principles relating to the
voice source characteristics were adopted in the present work:

(1) with an increase in mean FO, the spectral tilt became steeper; it was —12
dB/octave for “tI” =0, and ca. —17 dB/octave for “t]” = 21.

(2) duration of the open phase of the period was in all the cases equal to 3.3 ms
(“no” = 33), which means that the open quotient ranged from 42 to 72 per cent.

Each of the eight FO patterns (Table 5) was combined with each of the formant
sets distinguished for the individual vowels (Tables 4...9). A total of 424 stimuli were
synthesized at this stage.

4. Synthesis of child’s vowels
4.1. Formant frequencies

The synthesis of child’s vowels was based on FANT’s claim (cf. [14]) that the
differences in formant frequencies between female and child’s vowels can be
expressed by means of a single scaling factor independent of vowel type. All the
female formant frequencies (i.e. the ones occuring in the last sets in Table 4) were
consequently increased by the factor of k = 18 per cent (see Table 6).

Table 6. Child’s formant frequencies

Vowel Fl [Hz] | F2 [Hz] | F3 [Hz] | F4 [Hz]
i 319 3123 4243 5205
i 474 2867 3582 4459
e 878 2436 3679 4211
a 1095 1670 3778 5191
0 841 1278 3705 5411
u 441 942 3160 4183
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Apart from the “target” child’s vowels, vowels with intermediate (between female
and child’s) formant frequencies were also synthesized. Similarly as before (cf.
section 3.1), it was assumed that 4kI will be less than 20 Hz, 4k2 < 50 Hz, 4k3 < 75
Hz. As a result, the following numbers of formant sets were obtained for each of
the vowels: [i] — 10, [i] — 9, [e] — 8, [a] — 9, [o] — 8 and [u] — 7. The
sets are presented in Table 7. Their numbering continues the numbering from
Table 4.

Table 7. Female/child’s formant frequency sets

Vowel Formant F1, 4F1 F2, AF2 E3, AF3 F4, AF4
set [Hz] [Hz] [Hz] [Hz]
12 275 2695 3661 4490

i A=49 A4=476 4 =647 A=T794
21 319 3123 4243 5205
12 410 2479 3097 3855

i 4=280 4=485 | 4=606 4 =755
20 474 2867 3582 4459
10 761 2111 3188 3649

e A =26.7 A =464 A= 70]1 4 =2803
17 878 2436 3679 4211
9 947 1443 3266 4487

a 4 =185 A=284 A4 =640 4 =880
17 1095 1670 3778 5191
8 729 1107 3211 4689

o 4 =160 4 =244 4 =706 4 =103.1
15 841 1278 3705 5411
8 384 819 2747 3636

u 4=295 45205 4 =688 4=912
14 441 942 3160 4183

As in the previous stage, formant amplitudes and bandwidths were not changed.
Formant frequencies exceeding 5 kHz were disregarded.

4.2. Fundamental frequency

According to FANT ([13], p. 242), voice fundamental frequency in a child at the
age of 10 averages 300 Hz, although the interspeaker variation may be considerable.
Similar, though somewhat lower values are quoted by Hasek and SiNGH [18]
for 5...10 year old boys and girls.

Considering the above observations, furhter five FO patterns were synthesized in
the way described in section 3.2. The scaling factors used ranged from 1.8 to 2.2. For
want of data concerning the glottal tone characteristics of a child’s voice, the value of
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Table 8. Female/child’s FO contours and glottal period characteristics

FO [Hz] %o

scal. mean |
fact. Oms 100ms | 245ms 390ms 435ms |FO [Hz] ' l;ir: ¢
1.8 250.2 259.2 2142 201.6 215.1 230 26 60% 21
19 264.1 273.6 226.1 212.8 227.1 243 26 63% 21
20 278.0 288.0 238.0 224.0 239.0 256 26 67% 21
21 2919 302.4 2499 2352 251.0 269 26 70% 21
22 305.8 316.8 261.8 246.4 262.9 282 26 2% 21

“tI” was in all cases the same as in the “target” female pattern (cf. Table 5) and the
open quotient varied from 80% to 72%. The relevant figures are given in Table 8.

Each of the five FO patterns and, additionally, the pattern with the scaling factor
of 1.7 (see Table 5) were combined with each of the formant sets presented in Table 7.
As a result, 306 stimuli were obtained.

5. Listening test

5.1. Test material. The manner of presentation

The total number of stimuli generated amounted to 730 (424 +306). The set
comprized: 148 [i]s, 142 [i]s, 120 [e]s, 118 [a]s, 104 [o]s, and 98 [u]s. The material
was randomized using a special procedure included in the software package used for
the synthesis and recorded on a Revox B710. The inter-stimulus interval (ISI) on the
test tape was 3 secs, which, according to [7], is the decay time of the auditory
memory in a vowel discrimination task and the time after which context effects
disappear in vowel identification.

The interval between groups of 10 stimuli was 4.5 secs.

20 subjects with no known hearing impairments participated in the listening
experiment. Their task consisted in identifying each stimulus as one of the six vowels
and classifying it as an utterance by a man, a woman or a child. This was done by
putting in appropriate two-letter symbols (e.g. “im” — [i], male voice, “af’ — [a],
female voice, “uc” — [u], child’s voice) in an answer sheet.

The material was presented to the subjects in two sessions a few days apart. At
the beginning of each session the subjects were instructed as to their task and the set
of 18 “target” male, female and child’s vowels was played to them in random order.

5.2. Results
5.2.1. Vowel identification. Of the total of 14600 responses 557 were incorrect

(3.8%), [0] being by far the most frequently misidentified vowel. Error rates for the
individual vowels are given in Table 9.
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Table 9. Vowel identification errors

Vowel No of No of Yo misidentified*

present. stimuli errors errors as
u 1960 2 0.1 -2
e 2400 4 0.2 —(4)
i 2960 18 0.6 i (14), u(1), —(3)
a 2360 28 12 0(24), —(4)
i 2840 190 6.7 i(145), e(38), —(7)
o 2080 315 153 a(312), —(3)

* “—" in this column denotes the lack of response in an answer sheet
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Percentages of identification errors for [u], [¢], [i] and [a] can be said to comply
with the “norm”. This is confirmed by the random distribution of incorrect responses
obtained for these vowels. On the other hand, a considerable number of mistakes
which occurred in the identification of [i#] and, especially, [0] seem to point to
a “deficiency” in the acoustic structure of (some) stimuli representing these vowels.
A probable explanation of this fact will be offered in section 6.1.

5.2.2. Recognition of voice category. When summing up the number of occurren-
ces of voice qualifiers (“m” for male, “f” for female and “c” for child’s) ascribed to the
particular stimuli, all the responses containing a vowel identification error were
ignored. With respect to some stimuli, especially of the [0] type, this considerably
limited the number of “effective” voice category recognitions.

Figures 1...6 present the boundaries between the three voice categories deter-
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mined for the individual vowels. The criterion used was the number of “m”, “f” or “c
responses dominant for any given combination of vowel formants and an FO
pattern.

6. Discussion
6.1. Analysis of vowel identification errors

The reasons why the majority of incorrect responses to [o] and [i] were,
respectively, [a] and [i] are obvious and relate to the articulatory-acous-
tic-perceptual similarity between these pairs of vowels (see e.g. [26]). What is
striking, however, is the lack of symmetry in incorrect responses: whilst [0] was
recognized as [a] as many as 312 times, the reverse substitution only occurred 24
times; similarly, [] was perceived as [i] 145 times, whereas [i] was taken for [i] in
only 14 cases. These facts seem to indicate that the scaling factors adopted for [0] and
[#] were too high, which resulted in excessive raising of F2 and F3 in the female and
child’s realisations of these vowels and, consequently, their increased acoustic and
perceptual similarity to [a] and [i]. While such an explanation cannot be
categorically dismissed (especially in the case of [0]), a few other facts should be
noted which are of some relevance in this context.

According to Stevens’ quantal theory of speech [33], [i], [a] and [u] have
a special status in spoken language which is manifested by their forming discrete
perceptual categories rather than being identified as points on a continuum. As
a result, with such (quantal) vowels the perceptual classificatory mechanisms appear
to be more tolerant to various acoustic deviations (from the appropriate phonetic
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prototypes) occurring in concrete realisations of those vowels. This, in effect, means
that such vowels are easier to identify.

Both for [0] and [i], a (small) number of identification errors (of the type [a] and
[i], respectively) was obtained with reference to stimuli characterized by formant
frequencies equal to those extracted from the natural vowels or very close to them
(i.e. typical of a male voice). Errors of this kind and, as can be assumed, a part of the
total number of errors were of a random nature.

An analysis of responses of individual listeners indicates that the phonetic
prototypes (cf. e.g. [31]), [32]) of vowels are not absolute in character. With some
subjects, clear response bias was observed. For example, as many as 116 [i]—[i]
substitutions (i.e. over 80 per cent ) occurred in responses of just four persons;
likewise, of the 312 cases of misidentifying [0] as [a], as many as 127 (nearly 42 per
cent) were due to just two (different) subjects. Utterances considered by the majority
as representing [i] and [o] were, in some subjects’ opinion, closer to the phonetic
prototypes of /i/ and /a/. If the responses of the two subjects favouring [i] over [#]
were disregarded, the number of misidentifications or [i] as [i] would not exceed
2 for any of the stimuli.

Apart from the 145 cases in which [i] was perceived as [i], there also occurred 38
responses classifying this vowel as [e]. This would contradict the hypothesis that the
scaling factors for [i] were too high. If that indeed had been the case, reactions of the
[e] type should not have occurred, especially in view of the considerable perceptual
distance between these two vowels (cf. e.g. [26]).

An analysis of misidentifications of [i] as [e] indicates that such errors were
particularly common if the fundamental frequencies of an utterance did not “fit” the
formant frequencies or, strictly speaking, if it was too low in relation to them. Typical
example of this kind are the stimuli in which female formants were combined with
male FO or in which child’s formants were combined with female FO.

A “misfit” of the same kind was also, at least partly, responsible for the
considerable number of identification errors for [0]. Those stimuli in which the
discrepancy between FO and formant frequencies was the largest were most often
identified as [a]. For example, stimuli combining female formants and male FO as
well as child’s formants and female FO were classified as [a] by as many as 16
subjects.

Undoubtedly, both FO itself and the distance FI-FO play a role in the
perception of vowel height (e.g. [3], [9], [27], [35], [36], [37]). TRAUNMULLER [36]
has shown, for example, that the perceived vowel openness changes with FO, even if
formant frequencies remain constant. CARLSON et al. [3] conclude that for a vowel to
retain its phonetic identity an increase in FO must be accompanied by an
appropriate increase in formant frequencies.

It has to be noted here that the misfit between FO and formant frequencies in
some stimuli is a consequence of the very design of the present experiment. The
objective was not to generate “prototypical” (i.e. easily identifiable) vowel tokens but
stimuli in which various formant sets would be combined with various FO patterns.
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Considering the “non-prototypical” and, perhaps, even unrealistic nature of some
stimuli (e.g. female formants with male FO), identification must have provided
difficulties, especially with non-quantal vowels and those perceptually similar to
others (e.g. [#] and [0]). The difficulty of the task was additionally increased by the
variety of “voices” (no two stimuli in the whole set were identical) occurring in
random order (cf. [21]). This manner of presentation forced the listeners to treat each
stimulus separately, i.e. without referring it to the ones heard previously.

From the acoustic point of view, realisations of the same vowel by a male and
child’s voice are markedly different ([20]). In spite of that, listeners can, of course,
identify such two utterances as representing the same phoneme ([38]). This
perceptual equivalence is arrived at by way of voice normalisation, the mechanism of
which is not yet fully understood. An immediate proof of the reality of this process in
speech perception is a longer reaction time in the identification of vowels produced
by a number of different speakers in comparison with a single speaker vowel
identification task ([34]). This means that voice normalisation (so frequent in the
present experiment) makes vowel identification more difficult and can decrease its
effectiveness.

Probably due to the random order of stimulus presentation, no vowel contrast
effect occurred in the responses (cf. e.g. [4], [30], [31])%.

An interesting aspect of the problem of discrepancy between FO and formant
frequencies in an utterance is highlighted by [8], [24] and [38]. It appears that
a skilful insertion of one word spoken by a man imitating a high FO of a child’s
voice into a recording of a phrase spoken by a child results in a considerable
decrease in the recognition score of the vowel(s) contained in this word. This
primarily confirms the importance of phonetic context in speech sound perception:
the preceding context provides a reference frame which, under natural com-
munication conditions, facilitates (optimizes) identification of the speech sounds that
follow ([38]). In the case of a “mystification” such as was used in the papers quoted,
the lack of agreement between the acoustic structure of the male utterance and the
perceptual reference frame was bound to cause a high identification error rate (ca. 54
per cent in [8]). It has to be noted that while the imitation of child’s FO by the male
speaker was quite successful, the difference in formant frequencies between realisa-
tions of the same vowel by the two speakers was considerable. In [38], for example,
male [¢] was most similar to child’s [ce] and male [ce] showed greatest similarity to
child’s [y]. As can be expected, even if stimuli of this kind were presented in isolation,
the discrepancy between FO and formant frequencies would result in erroneous
recognition of the (intended) vowels. Indeed, this was the case with some [o] stimuli
in the present experiment. The reason why some female [0]s were recognized as /a/
was that their formant frequencies only slightly differed from the formant frequencies
of male [a], which, in turn, were almost identical with those of child’s [o0] (cf. Tables

5 With 3 sec ISI, this effect should, in principle, be negligible (cf. [7]).
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4 and 7). In those cases where FO was too low, this inevitably led to a change of
phonetic category.

The perceptual identity of vowels is commonly claimed to be determined by their
formant frequencies, especially F1 and F2. It is also emphasized that, unlike
consonant perception, the perception of vowels is non-categorical, which means that
more vowels can be discriminated than identified ([6], [25], [30]). Modifying
formant frequencies within cértain limits may, thus, lead to a change in perceived
voice quality, but not necessarily to a change in phonetic category. Similar effects can’
be obtained by manipulating FO in an utterance with fixed formants ([36]). For
a change in phonetic category to take place, the range of FO or formant shifts must
exceed certain critical values (as can be expected, formant shifts play a more decisive
role in this respect).

It follows from the above that vowel perception is determined not only by
formant frequencies alone, but also by their relation to FO. This conclusion is
contradicted by the findings of SUMMERFIELD and HAGGARD [34] who claim that
while the significance of FO in perceptual identification of voices is beyond doubt, its
role as a normalizing factor in vowel recognition is negligible. It has to be noted,
however, that in the work quoted the difference in FO between voice I and the
remaining ones amounted to just 20 Hz, which was probably too little for the
normalizing “action” of this parameter to take place (all the four voices represented
the same, i.e. male, voice category).

VAN BERGEM et al. [38] put forward a hypothesis according to which separate
male, female and child’s vowel templates exist in subjects’ memory, formed on the
basis of past language experience. Identification errors that occurred in their
experiment are explained by the authors as resulting from the confusion of templates
by the listeners.

No matter whether the above claim is valid or not, it seems certain that FO
carries important information on voice type and, therefore, plays a crucial role in
voice normalisation, thus making verbal communication more efficient. The results
of perceptual voice categorisation, discussed below, support this supposition.

6.2. Voice categorisation

In order to ensure maximally objective conditions of the experiment and to avoid
influencing the subjects’ decision criteria in any way, no information was provided to
the subjects as to the purpose of the experiment. In particular, they were not told
that in the material to be presented they might come across high male voices or low
female voices. Their decisions were thus fully independent in all cases.

Just as in vowel identification, response bias was observed in some listeners’
answers, evidencing the relative nature of voice category “prototypes”. Two subjects
used the “woman” response as a reaction to stimuli judged by the majority to
represent a male voice and one other consistently applied this label (i.e. “woman”) in
reference to stimuli predominantly classified as child’s.
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An analysis of the responses in Figures 1...6 indicates that the preceding context,
which proved not to be significant in the vowel identification task, had some effect on
voice categorisation results. As can be seen, some stimuli clearly differ from their
immediate surrounding with respect to the type of voice category qualifiers ascribed
to them. Both contrast and attraction effects were observed. If, for example, the
difference between two successive stimuli was considerable and the former was
judged as “definitely male”, the subjects more uniformly classified the latter as
representing a female voice (contrast effect). If, on the other hand, the preceding
stimulus was considered male and the difference between this stimulus and the next
was not great, the tendency prevailed for this following stimulus to be classified as
male as well (attraction effect).

6.2.1. Male voice and female voice. Voice pitch was undoubtedly the principal
factor determining the listeners’ classification of utterances as representing male or
female voices. This is evidenced by the fact that (1) high formant frequencies in
themselves did not guarantee that the “woman” response would predominate and (2)
even utterances with low (i.e. potentially male) formants but high FO were classified
as female. In the data obtained, the “woman” responses begin to appear at mean FO
value of 179 Hz, and prevail at mean FO equal to 192 Hz. It is in this frequency
range that the (perceptual) boundary between the male and female pitch probably
lies.

It has to be noted that even in the case of stimuli which, owing to a misfit
between FO and formant frequencies, were misidentified by a number of subjects, the
voice qualifier in those erroneous responses was predominantly the same as in the
majority of the correct ones. This fact confirms both the dominant role of
fundamental frequency in determining voice category and the effect of FO on vowel
identification.

6.2.2. Female voice and child’s voice. The perceptual boundary between the female
and child’s voices seems somewhat more fuzzy than this between female and male
voices. This may have resulted from the indefiniteness of the child’s voice category or
the indefiniteness of the very notion of the “child”. Whilst the voice of a 5-year-old
child is relatively easy to identify, differences in the acoustic structure of utterances
produced by a woman and a 13-year-old boy may not be great. Obviously, it is
difficult to establish what definitions of the “child” were adopted by the individual
listeners for the purposes of the present experiment.

The indefiniteness of the child’s voice caused, among others, greater contrats and
attraction effects than those noted for stimuli around the male-female boundary (cf.
Figures 1...6). Also, the choice between the “woman™ and “child” responses seemed
to be affected to a greater extent by formant frequencies of the stimulus, although at
high mean FO values the ,child” response predominated irrespective of formant
frequencies. For the combined data, the perceptual boundary between the female and
the child’s voice lies in the range of mean FO values between 230 Hz and 243 Hz
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Slight deviation from this pattern can be observed for [u], in which case the
boundary is somewhat shifted towards higher frequencies.

7.Conclusions

Contrary to what is still sometimes assumed, the perceptual phonetic identity of
a vowel is not determined solely by its formant frequencies: they can only be
interpreted on the basis of the information supplied by fundamental frequency. For
a vowel to be perceptually distinct (and easily identifiable), its formant frequencies
must combine with appropriate FO. If FO is too low in relation to the formants, the
perceived vowel becomes more open; if, on the other hand, FO is too high, the vowel
is perceived as more close.

Establishing voice category seems an mdlspensable condition of correct vowel
identification. In other words, in order to understand what has been said it is first
necessary to know which voice category the speaker represents. As the resuits
obtained show, the largely necessary factor determining the perceptual classification
of a given voice as male, female or child’s is fundamental frequency. This goes to
prove that FO guides the process of vocal tract normalization and thus makes
spoken communication more efficient.
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An attempt to present considerable development in the domain of computerized
acoustic devices is made. The synthesis refers mostly to computer-based acoustic analyzers
leading in that domain because of their versatility. The mathematical basis as well as the
main test functions are reviewed. Hardware and software assumptions of the most universal
computerized equipment are shown. The example of an FFT analyzer realized on the basis
of the LabVIEW software package for the Macintosh II computer is presented.
Conclusions and index of bibliography are included.

1. Introduction

On the basis of the latest advances in computer technology, it is possible to
combine all necessary test functions in a single multi-purpose instrument and at the
same time to improve operation and measurement procedures. Such a system can be
easy-adaptive to any kind of acoustical measurement.

The main problem which is to be solved prior to any design of the really

The main problem which is to be solved prior to any design of the really
universal acoustic analyzer is the selection of its test functions. Equally important is
the proper mathematical description of the analyzed physical phenomena. Mat-
hematical formulas are to be represented by the algorithms used as the basis of
procedures written in programming languages or machine codes. However, those
procedures are not equally effective. This is of great importance when both the ease
of programming and the speed of processing are concerned.

A computerized measuring device provides a powerful technique for collecting,
analyzing and presenting data in an organized and systematic fashion. Nevertheless,
a considerable amount of expertise in electronics and computers is necessary to
configure a data acquisition system. That problem is particularly interesting because
of the variety of configurations in existing measuring systems.
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It is possible to discern a few types of computerized acoustic measuring devices.
The first group comprises all multi-function analyzers dedicated to the domain of
a single application: e.g., architectural acoustics, ultrasonics, studio technology,
mechanical vibrations etc. The next group includes systems in which a computer is
applied in the control of the measurement process and, additionally, makes possible
communication with the user.

The introduction of personal computers to the fast processing of acoustic signals
has affected in a significant way the topology of the typical measuring laboratory.
A computer provided with data acquisition cards and supporting software becomes
a powerful tool to perform even a very sophisticated analysis.

The mentioned solution can be considered to be the most advanced in the
domain of digital measuring systems and, at the same time, economically recommen-
ded.

The main topics of the following discussion is the dependence of the system
capabilities on its architecture and on the employed programming method.

2. Analysis of quantized acoustical signals

Acoustic measurements mostly require time and frequency analyses of signals.
Moreover, the simultaneous analysis of two functions e.g. excitation and response
signals, justifies the design of analyzers as dual-channel.

Analytical signals in the domain of time can be displayed in each channel in
terms of: their real and imaginary part, their magnitude and phase versus time, their
NyQuisT or NicHoLS plots.

The analytical signal corresponding to the real-valued time record of input can
be represented by

x,(n) = x(n)+j%(n) (1)

where n — number of samples of signal record.
As the following time records x(n) are to be averaged, the analytical signal can be
expressed by

X,(n) = %(n) +jx(n) 2
X, (n) = # [%(n)] &)
%.(n) = F'[G(k)] (4)

where k — frequency index, # — discrete Hilbert transform, G(k) — instantaneous
spectrum, § ' — inverse fast Fourier transform.

On the basis of Eq. (4) — the autospectrum function G, (k) can be calculated as
follows:

Gi1(k) = GI (k)G (k) = |G, (k) ()

where Gf(k) — complex conjugated spectrum.
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The |G, (k)> can be scaled and furtherly interpreted as: rms, power, power
spectral density or energy spectral density of the signal x(n).-Those parameters
provide an important representation of acoustical signals.

Calculation of the response of acoustical systems to different excitations is
permitted on account of designing an analyzer as dual-channel.

Therefore the cross spectrum function of both channels should be calculated:

Gi2(k) = GY(k)G,(k) = G (k)G (k). (6)

Using the latest equation various types of frequency responses could be
calculated from ‘
Gy, (k)
G, (k)

The importance of Eq. (7) results from its physical interpretation. The complex
ration of the averaged cross spectrum G, ,(k) and the averaged autospectrum G (k)
reflect the gain and phase lag introduced by a linear system in response to the x,(n)
excitation.

The frequency response can be expressed as magnitude, phase or plots in Nyquist
or Nichols coordinates.

The convolution of the signals in both channels, represented in the frequency
domain as a multiplication of spectra, can be used to determine the coherence
between those signals.

As an indication of the quality of the measurement, one may use following
formula:

H,(k) = (7)

|G, (k)
Gl 1 (k) (_;22 (k)

That factor expresses the level of linear dependence between the signals in both
channels of the analyzer related by a linear frequency response of the measuring
object to the excitation x,(n).

The next parameter, ie. signal to noise ratio, determines one of the most
important features of an audio channel. Moreover, like a coherence factor that
parameter related by a linear frequency response {unction to the signal x, (n) may be
used to indicate the quality of the performed measurement.

The signal to noise ration is defined by the expression

Cta(k) = ®)

S Ch® _ Gu®Guk) _ G (k)2 o)
N TI=CLM | 16uMP 616K —1GL KPP
G (K Gsa (k)

and may be used to describe the signal dynamics.
As it results from the modern auditory theory, the perception process cannot be
properly considered without taking into account the binaural cross-correlation
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phenomena. Hence, providing the measuring system with the correlation analytical
functions becomes substantial.

The basic function in the domain of correlation analysis is the autocorrelation
function defined in the spectrum averaging mode as follows:

Ryi(m)=F '[WKG,, (k)] (10)
where W(k) is the weighting function of the autospectrum function.

In order to make possible the comparison of various signals, the normalization of
autocorelation values is desired. That operation is defined by
R, (n)

R,,(0)

01,(n) = (11)

Autocorrelation can be presented in terms of real and imaginary parts,
magnitude and phase or pole coordinates.
Similarly the cross-correlation function is defined by

R,(n) = g_l[W(k)Gu(k)]- (12)

In that case the normalization leads to the definition of the cross-correlation
coefficient as follows:

ol Ry, (n) 13
el R 0RO el
where

gz =
Ry, (0) = N kZ,O W(k)G 4 (k) (14)

1 N=1 s
R22(0) = *A“[ Z W(k)Gzz(k) (15)

k=0

According to the principles of the circuit and signal theory the impulse response
can be used as the basic parameter of the transmission channel. Hence, its presence
in the function menu of an analyzer cannot be neglected.

In the spectrum averaging mode, the impulse response can be defined by the
equation

h(n) = &' [W(k)H, (k)] (16)

The impulse response of a linear system can be determined by exciting the system
with white noise and cross-correlating the input and output. Although the most
direct approach is to apply an impulsive excitation such as electronic spark gaps,
pistol shots or exploding balloons, it is difficult, nevertheless, to provide that kind of
signal with sufficient energy, repeatable in terms of its amplitude and directional
characteristics.
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In order to overcome these problems and to minimize the amount of com-
putation required by the cross-correlation operation, the system can be excited by
a binary maximum-length sequence, and the cross-correlation performed using the
fast Hadamard transform [6], [7], [8], [23].

Several of the references explain how to generate maximume-length sequences
based upon a primitive polynomial [9], [23].

The mathematical operations given above enable calculations of the majority of
acoustical parameters, They permit, among others, to calculate sound power, sound
absorption and insulation, reverberation time according to various standards [30],
still spectrum manipulation such as: arithmetic operations, integration, weighting,
differentiation, spectrum weighting etc.

Having calculated the discrete spectrum of an acoustic signal it is possible to
display the measurement results in the form of octave or third-octave analysis by
averaging spectral energy in the corresponding frequency bands.

In the domain of electroacoustic equipment technology, many additional test
functions are required for quality test applications. These parameters which are
presented in Fig. 1 can be calculated on the basis of the discrete FFT being the
standard operation during signal processing in a digital analyzer.
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As it is shown in Fig. 1, the amount of test functions is considerable, so the
mathematical description will be restricted to the most important ones. The
remaining parameters are defined in the bibliography [16], [22], [30].

The determination of the nonlinear distortion factor according to the definition
given in Eq. (17) is a standard procedure when testing an audio channel

JhE+hi 4. +h?
2end ..+ a7

h

ho”ﬂ -

where h,...h, are the subsequent harmonics of the signal extracted from the discrete
spectrum.

In that kind of analysis the difference frequency factor is usually carried out.
The IEC total difference-frequency distortion TDFD test is a recently proposed
method for detecting and quantifying a broad range of nonlinear distortions in audio
equipment [24]. The test is devised to be sensitive to both asymmetrical and
symmetrical nonlinearities and to both static and dynamic distortions [24]. The
test-signal and primary distortion-product spectra can be shown as results of the
distortion analysis in a numerical form or can be plotted versus level, frequency, or
time.

Besides usual arithmetical operations and mathematical functions, it is necessary
to set up statistical functions for displaying the measured parameter in terms of
statistics, for example as the histogram type. In that category one may include
descriptive statistics characterizing data in general terms of their moments of
distribution e.g., mean and variance [21].

Statistical tests aimed at establishing and measuring a degree of correlation
between two data sets are employed in order to obtain an assumed accuracy of
calculations.

An analysis of variance consists in splitting up variations of a statistical sample
into a set of terms that can be attributed to a linear model. The purpose of this
decomposition is to see whether the _model is ,significant” in the sense that it
accounts for a reasonably large portion of sample variations.

ANOWA tests are one or two-way analyses of variance. They are used to
determine the effects of one or two factors on sample variations [21].

The F-test is used, respectively, to compute cumulative probabilities and fractiles
with an arbitrary pair of degrees of freedom. The Student t-test measures the
significance of a difference of means, applying the concept of standard error while
the F-test checks the hypothesis that two samples have different variances. There are
also tests applicable to data sets with different distributions [21].

It should be noted that the principles of measurements in the different areas of
acoustics are based on the same set of operational, mathematical and statistical
functions, so it is possible to design an analyzer which is effective in any acoustic
domain.
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3. Algorithmic representation of the main analytical procedures

As it results from the quoted mathematical formulas, processing of the measured
signals demands, first of all, the following operations in both frequency and time
domains: FFT, FFT !, Hilbert and Hadamard transforms.

If the discrete FFT is performed using its definition, then the execution time
requires n?> multiplications, where n is the number of signal samples. In order to
minimize the amount of computation, one can use the fast Fourier transform based
upon the algorithms of Cooley and Tukey and, further, of Winograd [21]. The
recently proposed methods eliminate the number of operations and as a result they
speed up the processing hence addressing of data becomes more complicated. In fact,
the discrete Fourier transform can be computed in nlog,n operations.

The fast Fourier transform can be described in terms of a matrix multiplication.
Its routine is based on the flow graph known also as butterfly graph [10, 20, 21].

Danielson and Lanczos showed that a discrete Fourier transform of length N can
be rewritten as the sum of two discrete Fourier transforms, each of the length N/2
[21]. One of them is formed from the even-numbered points of the original N, the
other one from the odd-numbered points:

F, = Fi+ W*F3 (18)

where F§, F; denotes the k,;, component of the Fourier Transform of the length N/2
formed from the even or odd components, W* — complex constant.

It is worth noting that this procedure can be used recursively once the problem of
computing F, has been reduced to that of cumputing F§ and Fj. Similarly it is
possible to reduce Fi to the problem of computing the transform of its N/4
even-numbered input data and N/4 odd-numbered data. In other words, FK* and
Fy¢ can be defined as discrete Fourier transforms of the points which are,
respectively, even-even and even-odd on the successive subdivisions of the data

i msasiss ___f" for some n (19)

When original N is an integer power of 2, then it is evident that one can
subdivide the data all the way down to transforms of length 1. Then, to identify
which value of n corresponds to which pattern of e and o in Eq. (19), the pattern of
e and o is to be reversed, letting the values e = 0 and o = 1, so obtaining in binary
the value of n. That is because the successive subdivisions of the data into even and
odd tests are the successive least significant bits of n.

To sum up: the discrete FFT algorithm first rearranges the input elements into
bit-reverse order, then builds up the output transform in log,N iterations.

It should be mentioned that there are a number of variants built on the basic
FFT algorithm given above.

As it has been said, the Hilbert transform is one of the basic operations required
to process an analytical signal.

Unlike the Fourier transform which moves the independent variable of a signal
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x(t) from the time domain to the frequency domain, the Hilbert transform leaves the
signal x(f) in the same domain. The Hilbert transform £(t) of a real-valued time
signal x(t) is another real-valued time signal, and the Hilbert transform of
a complex-valued frequency function X(f) is another complex-valued frequency
function.

The Hilbert transform can be defined as a convolution integral’ phase shift
system or as the imaginary part of an analytic signal. In practice such an integral is
to be replaced by finite summations [5].

Fast Madamard transform can be considered after FFT, as the most important
transformation. When considering an acoustic measurement system excited by
a pseudorandom noise, it is very efficient to use that transform in order to measure
its impulse response [6], [8].

Like the discrete Fourier transform, the Hadamard transform can be described in
terms of matrix multiplication [8], [9], [23]. The matrix that transforms the input
vector is known as the Hadamard matrix H, where n gives the number of rows or
columns. The elements of the Hadamard matrix are all + 1, and the matrix must
satisfy the relation

HHT =nl, (20)

where I, — unit matrix
The algorithm applies only to the specific class of Hadamard matrices known as
the Sylvester-type. The Hadamard matrix is defined recursively by [8]

H, =[1]

H, “H,
s pRe 0 e e 1 21
2i [H! Ex Hl] ( )
Only orders 2%, where k is a nonnegative integer, exist.
The basic butterfly element for the fast Hadamard transform is shown in Fig. 2.

A A+B

B A-B FiG. 2. Basic butterfly element.

It is evident that the flow graph is identical to the flow diagram for the FFT
except that the twiddle factors are all unity, reflecting the fact that no multiplications
are required. Then it is possible to adapt any Fourier transform routine to execute
the fast Hadamard transform [8].

The fast Hadamard transform requires only about 2.5 nlog,n operations which in
this case are additions. Hence, there is no need for multiplications that represent
a reduction in the execution time [8].

The speed of processing depends on the type of operation being performed
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(matrix multiplications or additions) and the type of computer beind used. The time
required to execute FFT in one of the most powerful realization (see Paragraph 5),
where the FFT function is defined by the following summations:

N1

F@i)= ) array! (k)+e J2=kiN (22)

k=0
is about 7 s for the power 8, while VFFT (very fast Fourier transform) is
approximately 100 times faster than FFT. The quoted parameters concern the
McADIDS system on the Macintosh Plus computer [15].

4. System configuration problems

Contemporary analyzers develop, in general according to the configuration of
applied microprocessor systems.

The traditionally designed analyzer provides a detached measuring device which
is assigned to collect and process measured values and to display results. The main
insufficiency of such a device usually results from the lack of its versatility. Thus, in
the case of more complex tests a certain number of similar devices has to be used
simultaneously. As the tests results should be stored, printed or plotted, too many
devices and too many interconnections between them are needed. This gives rise to
a nonoptimal structure of the instrumentation system.

In the domain of acoustics, compactness and portability are of main importance.
This issues from the fact that there is a need to transport those devices for outdoor
tests in architectural acoustics and from the usual lack of space for storing them in
sound recording studios. The principles of processing of measured signals considered
in the previous section prove that the great majority of acoustic tests are based on
a restricted number of processing routines. Thus, it is recommended to design
acoustical analyzers as really universal ones.

Contemporary computer systems create the possibility of fulfilling those require-
ments but the optimal lay-out of an instrumentation system has not been defined so
far. Thus that problem as being current and vital should be thoroughly examined.

Historically, data acquisition and control tasks were implemented either with
large mainframe or with minicomputer system. Typically, there were powerful 16-bit
machines that ran in time-sharing or multitasking modes. The development of the
Personal Computer has enabled to take advantage of the flexibility and efficiency of
computerized data acquisition and control. A universal complaint, however, is that
a considerable amount of expertise in electronics and computers is necessary to
configure a data acquisition system. Nevertheless, owing to a significant degree of
standarization among PC and data acquisition and control systems, a large family of
hardware and software tools has evolved. The general block diagrams of the
computer data acquisition and control system are shown in Figs. 3 and 4.

An important part of any data acquisition system is its host computer. There are
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two possible ways to interface that system with a computer: connection via
a standard interface such as RS-232 (RS-442) or IEEE-488 (see Fig. 5) or direct
connection to' PC bus (Fig. 6).

The first solution is recommended when the data acquisition system should have
the possibility of being interfaced to any type of computer, could be placed remotely
from it or when the configured system size is extra complex.

The GPIB (General Purpose Interface Bus) recognized as the IEEE-488 standard
has been proven to be one of the most successful and widely accepted interfacing
schemes [3]. First of all, the GPIB reduces the hardware requirements of the
computer to one interface for each instrument so the main assumption concerning
the preferable universal lay-out of the instrumentation system can be fulfilled.

Choosing an interfacing scheme remains one of the most troublesome tasks that
engineers, researchers and system designers face, while the importance of the choice
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grows even greater as computers are applied increasingly to complex acoustical
phenomena. An inflexible, slow or otherwise inappropriate interface can limit even
the most powerful computer-based systems. Interfaces dating earlier than GPIB
needed highly specialized hardware and were usually developed for a single purpose.
Often those interfaces could not be adapted to even slightly different applications. In
the end when the lay-out of universal acoustic instrumentation system is discussed
only both previously standard interfaces should be taken into consideration. This
follows from the prevalence of RS-232 and advantages of GPIB IEEE-488.
According to that principle, several professional instrumentation systems have been
designed [27], [29].

The main advantages of a direct connection of the data acquisition system to the
PC bus are a data speed of high transmission and instrumentation system
compactness. The last mentioned feature is particularly obvious, when the system is
composed of computer cards which can be mounted directly into the PC mainframe.
The PC expanded in that way provides a powerful platform for collecting, analyzing
and presenting data in an organized and systematic fashion. The expansion card can
use its own signal processor responsible for the acquisition and fast processing of
data [25].

However, the key to the full universality of the discussed system in the domain of
acoustics is its modularity. It results from the idea of re-configuring slightly the
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instrumentation system for various types of acoustical analyses. Nevertheless, in the
great majority of tests the lay-out of the system includes: analog-to-digital data
acquisition, digital inputs and outputs, analog output, counter (timer) pulse
generator, sample and hold block, analog input expansion or trigger. Providing the
quoted blocks are constructed in a form of modules, any combination of those
instruments can be selected to meet specific application requirements. This is
a considerable approach which allows the user to configurate the system by himself
and leads to a system which is universal and optimized for individual requirements
at the same time. That opportunity maximizes performance and minimizes cost since
only those modules are to be installed, which are required for a satisfying
performance of the entire range of the involved measurement tasks. The modular
instrumentation systems are available from the GW Instruments and the
Burr-Brown Corporation at present.

The MacADIOS data acquisition and manipulation system [18] elaborated by
the GW Instruments (Massachusetts Institute of Technology) turns the 32-bit
Macintosh Il computer into a powerful analyzer with capabilities surpassing even
the most specialized acoustical measurement systems. The MacADIOS II carrier
card plugged into one of the Macintosh expansion slots provides analog input and
output channels, digital input and output channels and counter/timer channels.
There are also available additional modules, of which up to three can be installed on
the carrier to perform such tasks as high-speed sampling and multi-channel input
and output.

The IBM compatible personal computer can also co-operate with the similar
kind of data acquisition and control system: Burr-Brown’s PCI-20000 [27]. The
basic configuration of that system is also modular.

As it can be seen from the above review of possibilities given by modern
computer technology systems which consist of individual instruments having a front
panel with its own combination of indicators, knobs and switches are going to be in
defensive. Therefore producers of similar traditional instruments are compelled to
revise their approach to the designing of acoustic analyzers.

As to the example of 2032, 2034, 2123 and 2133 Briiel and Kjaer analyzers [11],
[17], [26], it becomes obvious that the difference between a computer and an
analyzer decreases dramatically. The last mentioned model includes a screen
monitor, keyboard and diskette drive. Nevertheless, the versatility of a properly
extended standard PC seems to be much better than that of such an analyzer. As
a result further development of acoustical analyzers based on PC may be expected.

It is obvious that the capabilities of any computer analyzer are strictly related to
their software performance. These problems will be discussed below.

5. Software organization

The most important problem which is to be solved when designing a mu-
Iti-purpose acoustic analyzer is the proper selection of its test functions. The
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mathematical description of the main procedures which found the test functions
was presented in Paragraph 2. However, on the basis of those procedures a more
detailed description of the particular measured parameters must be defined. As it is
proven by many examples, even the most ambitious attemps to construct the really
universal test function menu of an acoustical analyzer have failed in practice. This is
due to the fact that it is very difficult to foresee all the required configurations, ranges
and ways of co-operation between instrumentation system elements. This concerns,
in particular, the scientific applications of analyzers. Thus the remaining solution is
to choose a flexible configuration of the whole system, including the software
organization.

The best strategy for high performance is to construct independent procedures
for the following three basic steps:

— data acquisition

— data processing, manipulation or analysis

— presenting the data in tabular, graphical or report format.

Each of the acquisition procedures should support a corresponding instrument
module which is available in the system. Thus user-callable routines should allow
users to specify parameters such as gain, range etc., and to define input/output
channels. Those routines are expected to be executable as high-level commands in
high-level language such as Basic INPUT statement, and then receive a data string
from the acquisition unit.

To enable the processing, manipulation and analysis of data, the instrumentation
system based on a personal computer should be designed in such a way that the
users have the opportunity to write specialized programs for data acquisition,
storage display, logging and control in high-level languages. That possibility
demands the use of a special supporting software which links high-level languages to
data acquisition subroutines.

Three classes of that software can be discerned: program development tools,
function subroutine librairies and complete application packages.

Program development tools and function libraries are used to facilitate writing
the unique software. They usually include drivers that provide the interface to the
hardware acquisition system. Those software interfaces are intended to establish
communication with a data acquisition system using Basic, C or Turbo-Pascal
commands. The specially designed data analysis languages such as ASYST [3] or
MacADIOS [19] are based on function libraries which include basic procedures
used in data acquisition and processing, e.g., data reading, signal filtering, FFT etc.

Complete application software packages are designed to get the system working
immediately, usually with no programming required. However, those routines can
also offer users facilities to modify the software to meet their own needs.
Nevertheless, they are less flexible than the other classes of software.

The most advanced solutions, making possible to create optional instrumen-
tation systems by the user, not necessarily introduced to the programming of
a computer, are offered by the software developed by National Instruments Inc. [15],
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[27]. Each of these products are intended to run on one of the two main leading
PC’s: IBM and Macintosh.

The LABTECH is the vast program package which enables the reduction of data
acquisition to menu-driven choices. Programming options give users automation
and customization of advanced analysis. Digital input data can be recorded and
displayed in real-time. Since LABTECH is menu-driven and extremely easy to learn
and use, it requires very little computer skills on the part of the operator.

LabVIEW, which is designed for Macintosh computers, replaces conventional
programming techniques with intuitive diagramming techniques. The central con-
cept underlaying LabVIEW is the virtual instrument. The virtual instrument is
similar in modularity and functions to a physical instrument; however, it is built out
of software. This instrument is hierarchical, i.e., one virtual instrument can include
a variety of other instruments or components. LabVIEW supports operating
hierarchical instruments to perform complex tests and measurements in a manner
similar to physical instruments connected with each other. Diagramming techniques
give users opportunities to create a block diagram of an instrument and its front
panel for interactive control using a computer mouse. Drawing an instrument
diagram is directly associated with programming data acquisition, processing and
displaying. That is performed entirely in a graphic programming language invented
specifically for this task. That language uses data flow concepts, traditional program —
control structures and a set of instructions consisting of graphical elements.

The signal processing functions in LabVIEW provide users with the most
frequently used signal processing operations, e.g. FFT, fast convolution, po-
wer-spectrum analysis and many others. The FFT analyzer shown in Figs. 7 and
8 can serve as an example of a virtual instrument created using the LabVIEW
system. The lay-out of that instrument was programmed and experimentally verified
in the Music and Acoustic Laboratory of the University of Thessaloniki. Figure
7 shows the designed front panel of the virtual instrument. The program of that
instrument written in the graphic language is presented in Fig. 8. The flow of data
specified in the block diagram is created by selecting and arranging graphical objects
and wiring them together. The FASTIO procedure performs very high speed input
and output operations. It is specified by the parameters listed below: trigger, points,
loops, mult, device, type, offset, slot, error. The trigger parameter determines the
external triggering mode. Setting to zero indicates no external triggering is to be
used, so the input or output operation begins immediately after calling FASTIO. The
points parameter specifies the number of samples that are digitized. The number of
data elements involved in processing is defined by the power of 2, where the range of
power is assigned from 7 to 17. For input operations the loops parameter should be
set to on€. The mult parameter is used to determine the cycle time which corresponds
to the duration between consecutive samples, and is calculated as mult x 0.2 ps. It is
determined by the computer being used and should not exceed the minimum and
maximum time specifications which, in case of Macintosh II, are consequently 1.2
us and 26 ps. The slot, device, type, offset parameters specify the installation of the
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MacADIOS II board. They are chosen from the lists of device types, offsets and slots.
The error parameter sets the signalization of the errors occurring during the
execution of the FASTIO routine. Using the SPECTRUM procedure which
calculates the spectrum of an input signal, the results are to be displayed in both time
and frequency domains in a graphic mode.

The correctness of that program has been verified in practice on the Macintosh
II computer expanded with the modular MacADIOS hardware instruments [19].
The block diagram of MacADIOS data acquisition system is presented in Fig. 9.
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FiG. 9. Block diagram of the MacADIOS system

Obviously, any virtual diagram can be stored on the computer hard disk for future
application or modification.

The finally presented instrumentation system provides the most prospective
solution in the domain of versatility of multi-function acoustic analyzers.

6. Conclusions

As it follows from the presented analysis of concepts of contemporary digital
acoustic analyzers, these are based on differentiated hardware and software
solutions. The existence of such a large variety of ideas proves that a final consensus
on the acoustic measurement system structure has not been reached so far.
Nevertheless, as it has been shown above, the great majority of measured parameters
can be defined using limited collection of basic functions.

On the other hand, the topology of the computerized analyzer is based on the
restricted number of reconfigurable units responsible for the acquisition and
processing of data. The two circumstances mentioned above lead to the modular
conception of the analyzer in both hardware and software domains.
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The leading software concepts, including the most advanced application pack-
ages, are approaching the fully flexible and versatile idea of the acoustic analyzer.
However, there exist some obstacles on the way to standarizing the structure of an
acoustic analyzer. These result from the lack of compatibility between computers due
to their different operation systems and internal hardware organization. Another
problem is the observed general negligence in the domain of the statistical treatment
of results even in the most advanced data analysis supporting software. Hence the
proper assessment of the reliability of results is to be seriously restricted. Thus,
despite the great progress achieved in the domain of digital acoustic analyzers, some
aspects of their conception demand further re-considering and improvement.
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APPLICATION OF ACOUSTIC METHODS TO ASSESSMENT OF CONCRETE
HUMIDITY INFLUENCE ON THE PROCESS OF CONCRETE DESTRUCTION

J. Pyszniak |, J. Hora

Technical University Wroctaw
(50-370 Wroctaw, Plac Grunwaldzki 11)

Owing to application of acoustic research methods, i.e. the ultrasound and the acoustic
emission methods, it was pointed out in the paper that concrete humidity is of an essential
influence on the process of concrete destruction. It was also proved that the totting sum of
the acoustic emission recorded during the process of destruction of concrete is clearly
determined by bulk humidity of the material under investigation.

The examination results submitted here refer to plain concrete subjected to an influence
of innediate loads during tests of compressing it quasi-axially and stretching according to
Brazilian method.

Poprzez zastosowanie akustycznych metod badawczych to znaczy metody ultra-
dzwigkowej i emisji akustycznej, wykazano w pracy, ze wilgotno$¢ betonu wplywa w istotny
sposob na przebieg jego niszczenia. Wykazano takze, Ze rejestrowana podczas procesu
niszczenia betonu suma zliczen emisji akustycznej jst wyraznie uzalezniona od wilgotnosci
masowej badanego materiatu.

Prezentowane wyniki badan dotycza betonu zwyklego o roznej wilgotnosci masowej,
poddanego dzialaniu obciazen doraznych w probie Sciskania quasi-osiowego oraz roz-
ciagania metoda brazylijska.

1. Introduction

Presence of water in a capillary-porous material, as is concrete, shapes its
building and functional properties both at the stage of its forming and during its
exploitation. Water is introduced to concrete at the technological stage and partly
remains in it while its curing, hardening and utilizing. The other source is humidity
concrete acquires and which results from sorption processes or capillary pull-up from
the surrounding. Depending on how concrete constructions are exploited, the
capillary flow of water may take place within a relatively broad range of concrete
humidity, i.e. from sorption humidity as far as till a full saturation state [6].

Since constructions made of concrete, depending on the assignment work in
various humidity conditions, it is essential to determine the influence of the material’s
humidity on the course of its destruction caused by a load. The fact that humidity
plays an important role in the destruction of loaded concrete was emphasized in,
among others, the papers of [10, 11, 12].

However, exhaustive empirical data in this scope, have not yet been obtained.
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It is also important to determine the influence of humidity concrete contains on
acoustically-measured parameters, especially those obtained owing to the emission
method, which serve as the basis for determining the scale or the course of
load-caused destruction of this material. The problem should be recognized as
crucial as, among others, since 1981 the acoustic emission method has found wider
and wider application to studies on concrete in our country [3, 4, 5].

In order to explain the above issues, the investigations were carried out for
various bulk humidity concretes subjected to Brazilian method quasi-axial compres-
sion. A wide range of the concrete’s bulk humidity was achieved by its appropriate
storage which rendered it possible for the material to remain in a dry state, a state of
maximal sorption humidity and a state of full saturation. The ultrasound and
acoustic emission methods were made use of as the investigation techniques.

2. Description of the investigations

The investigations referred to normal concrete of the compression resistance
comprised within the B20-class, widely applied to concrete constructions.

The investigations were accomplished after a 90-day curing on samples
100 x 100 x 100 mm and 150 x 150 x 150 mm in size, made of a concrete mix, the
formula of which was, in terms of 1 m?3, as follows:

— portland cement “35”, coming from The Groszowice Cement

Plant — 320 kg,
— natural gravel “Proszowice” — 1188 kg,
— river sand “Wroclaw” — 716 kg,
— municipal water - 177 1.

Depending on the way of storage of the samples, various bulk humidity concrete
was obtained at the moment of examination, i.e.:

— concrete of bulk — the samples had been stored for 86 days in a cli-
humidity W,, = 0,00% matic chamber at a temperature of +18°C
(+1°C) and relative air humidity of ca 95%, and
then dried at a temperature of 105°C to reach

constant weight (dry state).

— concrete of bulk — the samples had been stored for 28 days in a cli-
humidity W, = 2,28% matic chamber at a temperature of +18°C
(£1°C) and relative air humidity of ca 95%, and
then, till the 90" day, in the laboratory at
a temperature of + 18°C (+3°C) and relative air
humidity of ca 65% (sorption humidity state).
— concrete of bulk — the samples had been stored for 90 days in a clima-
humidity W,, = 2,56% tic chamber at a temperature of +18°C (+1°C)
and relative air humidity of ca 95% (maximal
sorption humidity state).
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— concrete of bulk — the samples had been stored for 86 days in a cli-
humidity W,, = 5,84% matic chamber at a temperature of +18°C
(+1°C) and relative air humidity of ca 95%, and
then water-saturated to reach a full saturation

state.

Depending on bulk humidity of the concrete, the samples were divided into
4 groups and named series. The following series denotations were accepted:

— the “As” — series, W, = 0,00%;

— the “Ap” — series, W, = 2,28%;

— the “Ak” — series, W, = 2,56%;

— the “Aw” — series, W,, = 5,84%.

The accomplished investigations employed the ultrasound and the acoustic
emission methods, the samples being compressed quasi-axially and subjected to
tension according to Brazilian method. The axial compression was accomplished
having withdrawn the friction at the contact spots of the samples’ surfaces and the
tester’s pressure plates. To achieve this, the surfaces has been grinded and then
lubricated with cup grease.

The testing stand comprised the following elements:

— Instron 1126 — type tester,

— American, made by Acoustic Emission firm, acoustic emission measurement set,
— acoustic emission detector, AC175-model, of resonance frequency of 175 kHz;
— two-channel X Y, Y, — recorder manufactured by a Japanese firm Riken Denshi;
— Polish-made ultrasound testing set, Unipan 541-type;

— ultrasound heads of frequency of 500 kHz.

While testing the 100 x 100 x 100 mm concrete samples, the totting sum of the
acoustic emission, effective voltage of the acoustic emission, RMS, as well as the
transition time of longitudinal ultrasound waves along the direction perpendicular to
that of the force action were recorded as a function of stress increment. The

recorder
tester XY
INSTRON 1126
l—l EA detector
ample undi Jifi signal
FUERE L pre -amplifier
investigation ~~~{_ proilefsor
pilot
oscilloscope

Fic. 1. A diagram of the research stand to measure the acoustic emission.
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investigation were carried on at the air temperature of 20°C (+2°C) and relative air
humidity of 55% (+5%).

3. Investigation results and their analysis

On the grounds of the classical resistance examinations of the concrete in
question, having tested the samples 150 x 150 x 150 mm in size, mean compression
and tension resistances after a 90-day curing were determined. The obtained results
have been displayed in Table 1.

Table 1. Mean compresion and stretching resistances of concrete, determined on 150 x 150 x 150 mm
samples after a 90-day curing

Bulk humidity Mean Mean Softening co-
Concrete series Concrete of coticrete compression stretching efficient
denotation humidity W, [%] resistance resistance while compre-
5 R [MPa] R, [MPa] ssing [—]
1 2 3 - 5 6

“As” dry state 0,00 31,50 1,97 1,00

“Ap” damp state 2,28 27,00 2,30 0,86

“Ak” damp state 2,56 27,30 2,40 0,87

“Aw” b s 5,84 23,49 2,64 0,75

ted state

According to the investigation results obtained with the help of the ultrasound
and the acoustic emission methods, the following relationships were determined:
— a velocity change of the longitudinal ultrasound waves for various bulk humidity

- concrete compressed quasi-axially, as a function of stress increment (Fig. 2);
— a velocity change of the longitudinal ultrasound waves for various bulk humidity
concrete subjected to tension according to Brazilian method, as a function of

stress increment (Fig. 3);

— variability course of the acoustic emission totting sum for various bulk humidity

concrete compressed quasi-axially, as a function of stress increment (Fig. 4);
— variability course of the acoustic emission totting sum for various bulk humidity

concrete stretched according to Brazilian method, as a function of stress

increment.

The obtained results (Figs. 2, 3) imply that, for each series of the concrete in
question, the velocity of the longitudinal ultrasound waves decreases together with
an increase of stress level, whereas in the case of the particular series, the stress values
at which a distinct decrease of the velocity is merked are different. For instance, the

tension test for the “Aw” — series displays the phenomenon at the level of 0.9 %, for
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FiG. 2. Velocity change of longitudinal ultrasound waves, for the “As”, “Ap”, “Ak™ and “Aw"-series
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FiG. 3. Velocity change of longitudinal ultrasound waves, for the “As”, “Ap”, “Ak” and “Aw”, series
concrete stretched according to Brazilian method, as a function of stress increment.
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the “Ak” and “Ap” — series — at the level of 0.7 %, and for the “As” — series — at

the level of 0.8 %. The accomplished ultrasound examinations also implied that, in

the case of the quasi-axial compression, in contrast to the Brazilian-method
stretching, the velocity measurement of the longitudinal ultrasound waves was
possible only to a certain stress level, the level being different for the particular series
of the examined concrete (Fig. 2) and lower than the destruction resistance.

The revealed regularities may be accounted for by the fact that the destruction
process of higher humidity concretes proceeds more softly, due to a smaller
embrittlement of the items and presence a greater quantity of water in macro- and
microcapillaries. The water, the volume of which fills up microscratches newly
formed within the structure of the weighted concrete, soothes the stress-evoked
destruction effect on the value of ultrasoud wave attenuation.

The investigation results obtained with the help of the acoustic emission method
indicated that the acoustic emission totting sum was unquestionably dependent on
humidity state (condition) of concrete. The dependence exhibits that the acoustic
emission totting sum, at the particular stages of destruction, is the smaller the more
humid is the concrete, as was presented in Fig. 4 for a quasi-axial compression test. It
is also worth mentioning that the acoustic emission totting sum of the examined
concrete series is markedly greater in the quasi-axial compression test as compared

o 7 T
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FIG. 4. Variability course of the acoustic emission totting sum, for the “As”, “Ap”, “Ak” and “Aw”-series
concrete compressed quasi-axially, as a function of stress increment.
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FIG. 5. Relationship between bulk humidity of concrete and an overall totting sum of the acoustic
emission occurring during: a) quasi-axial compression, b) stretching according to Brazilian method.

with the tension test according to Brazilian method. This fact is exemplified in Fig. 5,
which displays the relationship between bulk humidity of the examined concrete and
the overall totting sum of the acoustic emission occuring during quasi-axial
compression (Fig. 5a) and stretching according to Brazilian method (Fig. 5b).
Concrete humidity appears to have an influence on the value of the acoustic
emission totting sum, the emission occuring during concrete destruction. The
influence is associated with a weakening of connections between the structural lattice
crystals. The weakening results from the fact that the connections, as the material’s
humidity increases, are partially dissolved causing a gradual decrease of the
concrete’s compression resistance [1]. In the case of the examined concrete series,
there was also observed a decrease of this resistance, characterized by the walues of
the softening coefficient, drawn up in Table 1. Tt is worth mentioning that the
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softening coefficient is defined as the ratio of compression resistance of a concrete
fully saturated with water to its drystate resistance [1, 8].

The concrete structure’s softening and the subsequent compression resistance loss
immediately influence the number of the spots exposed to a structural destruction, as
well as the character of the stress evoked destruction. This manifests in the number of
the recorded acoustic emission impulses.

To make the image of the concrete destruction process course changes,
corresponding to humidity of concrete, more complete, we determined the intensity
of the acoustic emission totting sum increment as a function of stress increment. For
instance, this variability course for the concrete series subjected to a quasi-axial
compression test has been presented in Fig.. 6.
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FIG. 6. The course of intensity variability of the acoustic emission totting sum increment, for the “As”,
“Ap”, “Ak” and “Aw”-series concrete compressed quasi axially, as a function of stress increment.

Figure 6 implies that the course of the acoustic emission totting sum intensity
variability, depending on stress increment, is three-staged. The length of the
particular stages, however, varies with respect to an examined series and depends on
the concrete’s bulk humidity.

4 ag
Thus, for water-saturated concrete (the “Aw”-series), the range of 0—0,2 R
displays a constant increment of the acoustic emission totting sum, the range of

0,2-—-0,9 % exhibits stabilizing of its increment, and above 09 % its repeated
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increment is visible. In case of the concretes of a similar humidity (the “Ak” and
“Ap”-series), the course of this variability is alike. It displays a constant increment of

SO0t : {1l o I TIE ;
the acoustic emission intensity within the range of 0—0,4 R the stabilization of this

: g ; o : ;
intensity is marked with the range of 0,4 —0,7 % and then its growth is observed. On
the other hand, for a dry concrete (the “As”-series) the increment of the acoustic

emission totting sum intensity occurs within the range of 0—0,3 %; the range of
0,3—0,8 % displays, though less clearly than in the case of the humid concretes, the

AR o8 G A ; :
stabilization of its increment, and up the level of 0,8 R a rapid intensity growth is

observed. Similar examination results were obtained also in the case of the Brazilian
method tension test.

The above-described regularities imply three characteristic stages to be distin-
guished during the concrete destruction process, the length of the stages undoubtedly
depending on humidity of the material.

According to [7], the first stage is the one of stable initiation of scratches,
characterized by that isolated spots of the structure exhibit placement of microscrat-
ches that were initiated at the stage of forming, as microslots and pores. It is peculiar
that, at this stage of concrete destruction, the microscratches do not develop. There
occurs, nevertheles, a phenomenon of their multiplication, as was proved by the
studies of the present paper’s authors (Figs 2, 3 and 6), which is indicated by a slight
velocity drop of the longitudinal ultrasound waves and a constant increment of the
acoustic emission totting sum intensity. An increase of the load makes the concrete
destruction process enter the stage of stable propagation of the scratches, during
which occur propagation of the microscratches formed at the first stage as well as
formation of new, stable microscratches — resulting from either the destruction of
adhesion between the aggregate grains and the slurry or the one of the slurry itself.
[7]. This state is indicated by a considerable attenuation of the ultrasound waves and
a stabilization of the acoustic emission totting sum intensity increment. Provided
there is a further increase of the load, the concrete destruction process enters the
stage of catastrophic destruction. The stage exhibits formation of distinct, wide
scratches spreading out unstably to reach a total destruction of the material. The
~ phenomenon, as was pointed out by the investigations is particularly visible in the
quasi-axial compression test and marked by a total loss of measurability of the
longitudinal ultrasound wave velocities, and also by a rapid increment of the
acoustic emission totting sum intensity.

The boundaries between the particular stages of concrete destruction are
determined by the critical stresses, ¢, and ay;, which according to, among others, [2,
11] are identified with fatique and long-term resistances of concrete, respectively.
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Values of these stresses, which characterize the qualitative changes occuring in the
structure of the examined material as the load increases, were determined for the
particular series of the concrete under investigation with the help of the ultrasound
and the acoustic emission methods, according to the criteria provided in [3]. Then
the values were plotted in Figs 2, 3 and 6. Additionally, Fig. 7 submits a matching to
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FIG. 7. Variability course of the critical stresses’ values, o, and gy, in relation to bulk humidity of concrete.

show the variability course of the critical stresses, o, and gy, in relation to humidity
of a concrete under investigation. An analysis of Fig. 7 implies that concrete
humidity is of a crucial influence on these stresses’ values. Hence, as humidity of
a concrete increases, the values of the critical stresses, o,, initially grow and then,
down the bulk humidity value of ca 2,60%, decrease. For the critical stresses, ay;, the
relationship is reverse.

It need be noted that the accomplished studies pointed out a great usefulness of
the acoustic emission method when determinig the critical stresses’ values, ¢, and g,
of a concrete, the values distinguishing between the particular stages of concrete
destruction. Hitherto, the stresses have been determined on the grounds of knowing
the variability course of strain characteristics obtained due to measurements of
longitudinal and cross-sectional strains of concrete [2].

5. Summary

The application of acoustic research methods, i.e. the ultrasound and the acoustic
emission ones, has proved concrete humidity to have a substantial influence on the
process of destruction of concrete. The results obtained owing to these methods, and
especially those of the acoustic emission method, clearly prove that three characteris-
tic stages are distinguishable during the concrete destruction process, and that the
duration of the stages unquestionably depends on humidity of concrete. It has also
been pointed out that the values of the critical stresses, o; and oy, constituting
boundaries between the particular concrete destruction stages are related to
humidity of the material in question.
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The valus of the critical stresses, o;, have been stated to grow initially as concrete

oy o 4 s
humidity increases, from 0,3 to 0,4 R and then, starting from bulk humidity of ca
o e : e
2,60%, to decrease to 0,2 R For the critical stresses, gy, the relationship is reverse,

yet initially the values decrease from 0,8 to 0,7 % and then grow to 09 %. The

occurrence of differences in the course of the process of concrete destruction, the
differences being connected with concrete humidity, is also evidenced by differences
in totting sum quantities of the acoustic emission recorded during the process of
destruction of concrete.

It has also been revealed that the acoustic emission totting sum, the emission
being recorded during the destruction process, depends substantially on bulk
humidity of the material under investigation. The sum is the smaller the greater bulk
humidity of the concrete. The fact need be taken into account when interpreting the
results of studies on concrete obtained with the help of the acoustic emission method.
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The aim of the present work is presenting the possibilities of applying the autocor-
relation function of a room defined by Kuttruff for the estimation of some acoustic
properties of rooms with various geometries. Within the work measurements tending to
specify and perfect Kuttruff's method of autocorrelation function measurement of a room
were carried out.

The authors focused, first of all, on the determination of the effect of frequency
bandwidth of the signal used for room excitation on the autocorrelation function measured
there. The work also presents the measurement results of temporal diffusion 4 — the
parameter introduced by Kutruff for a quantitative estimation of autocorrelograms
registered in the room. The measurements were varried out in three different rooms.

The investigation prove that the autocorrelation function measurement is particularly
useful in the estimation of the number and of the time distribution of strong reflections or
sequences of reflections, subjectively perceived as echo, flutter echo or sound coloration. It
allows also to determine the degree of sound dispersion in a room and thus it may help to
estimate the quality of the reverberation decay of sound energy in the room.

Celem niniejszej pracy bylo wykazanie mozliwosci zastosowania funkcji autokorelacji
pomieszczenia, zdefiniowanej przez Kuttruffa, do oceny niektérych wlasnosci akustycznych
wnetrz o réznej geometrii. W ramach pracy przeprowadzono badania majace na celu
uscislenie i udoskonalenie metody Kuttruffa pomiaru funkcji autokorelacji pomieszczenia.

Skoncentrowano si¢ przede wszystkim na okre§leniu wplywu szerokosci pasma
czgstotliwosci sygnalu uzywanego do pobudzenia pomieszczenia na mierzona w tym
pomieszczeniu funkcje autokorelacji. W pracy przedstawiono rowniez wyniki pomiaréw
dyfuzyjnosci czasowej 4 — parametru wprowadzonego przez Kuttruffa dla ilosciowej oceny
rejestrowanych w pomieszczeniu autokorelograméw. Pomiary te wykonano w trzech
réznych pomieszczeniach.

Na podstawie przeprowadzonych badan stwierdzono, ze pomiar funkcji autokorelacji
szczegolnie przydatny jest do oceny liczby i rozkladu czasowego silnych odbié czy tez
ciaggow odbi¢, odczuwanych subiektywnie jako echo, echo drzace lub zmiana barwy
dzwigku. Pozwala rowniez na okreslenie stopnia rozproszenia dzwieku w pomieszczeniu
a zatem stuzy¢ moze do oceny jakosci poglosowego zaniku energii dzwickowej w pomiesz-
czeniu.
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1. Introduction

An important parameter determinig the acoustic quality of a room is the degree
of sound diffusion in a room as well as the amplitude and time structure of
subsequent reflections, particularly early ones, reaching the listener [7, 5]. Both
characteristics can be found by measuring the autocorrelation function of acoustic
signals in a room. This function, as one of four statistic functions, describes the main
properties of random signals such as sound of music or speech spreading around the
room.

In 1966 KUTTRUFF [9] suggested the application of the defined by him
autocorrelation function of a room to investigations of the time structure of the
room response to pulse excitation. The introduced by him parameter — “temporal
diffusion™ 4 was to determine the degree of sound diffusion in a room basing on the
measured autocorrelation function of a room. Further works by BILSEN [8] using the
assumptions of Kuttruff's theory and the results of investigations made by
SCHRODER, ATAL and KUTTRUFF [4] allowed to find the hearing threshold of the
disadvantageous phenomena subjectively perceived as sound coloration, echo or
flutter echo.

In recent years, due to the fast development of modern measurement techniques,
based on digital analysis of acoustic signals, it has become possible to intensify the
investigations concerning the application of autocorrelation function in room
acoustics. The progress is reflected particularly in ANDO’s works [1, 2, 3] who, basing
on subjective investigations, introduced correlation criteria of time structure prefe-
rence of early reflections reaching the listener and optimal reverberation time.

The investigation undertaken by the authors have in view a verification and
specification of Kuttruffs method of autocorrelation function measurement of
a room with a particular regard to the effect of frequency bandwidth of the signal
exciting the room on the measured autocorrelation function.

The results of these investigations are presented in the first part of the present
work. The second part is an attempt of showing some possibilities of the application
of autocorrelation function to estimate some acoustic properties of selected rooms.

2. Main assumptions

2.1. Autocorrelation function of a room

Let us assume that the investigated room can be treated as a linear, stationary
dynamic system. While exciting it with a short duration pulse, theoretically
determined e.g. by Dirac pulse d(t), we obtain the response of the room as:

ho(t) = Y a,6(c—t,) (2.1)
k

where f, — time moments in which pulse reflections from the surfaces limiting the
room reach the measurement point. They are of stochastic character and the more
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randomly located they are on the time axis, the more advantageous it is for a good
acoustics of the room. (We assume at the moment that the reflected pulses do not
undergo frequency deformation and are merely amplitude weakened — factor q, is
the measure of this weakening).

The autocorrelation function of the room has been defined by KutTrUFF [9] and
described by the formula:

+ o0

d(t)= | ho(@ho(t+1)dr = jwho(—r)ho(t—t)dr 2.2)

Substituting Eq. (2.1) into Eq. (2.2) we can determine the autocorrelation function by
the following dependence:

o) =o)X ai +3Y aad(t+t,—1) = ,(0)+¢,(0) (2.3)
k k#1

The above equation presents the sum of subsequent multiple reflections of the signal

d6(t). Component ¢, (t) determines the main maximum of autocorrelation function for

t = 0 whose height amounts to Zaf and ¢,(t) expresses the remaining part of the

autocorrelogram, the so called “tail” of the autocorrelation function with mean

height a,-a,; it is absolutely valid for completely stochastic reflections.

In the case of reflections of the character determined in the autocorrelogram
(multiple reflections in intervals t,—t,) apart from the main maximum, lateral
maxima will appear for t = t,—t,. It is quite obvious because of the properties of
autocorrelation function due to which we can separate the periodic component from
the random signal.

Thus the autocorrelation of the pulse response of a room for a given point of the
field perfectly accounts for the time structure of this response. For the quantitative
estimation of the time structure of the room response to pulse excitation Kuttruff
introduced the parameter “temporal diffusion” and its measure — the ratio of the
main maximum ¢, (t) for ¢ = 0 to the subsequent magnitude maximum, belonging to

$:0) [93:

__$,0)
~ Max(¢) Y
Equation (2.2) is equivalent to the following dependence [6], [10]:
o) =F {S(f)} (2.5)

where S(f) is the powey spectrum of a time signal hy(f) and # ' — the inverse
Fourier transform. The power spectrum S(f) is found here as the squared modulus
of Fourier transform of the signal h,(t):

S(f) = | {ho()}I? (2.6)

The method of finding the autocorrelation function basing on Eq. (2.2) is
a conventional one, while the method using Eq. (2.5) is an indirect method consisting
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in, first of all, the calculation of the power spectrum by means of the forward Fourier
transformation and then calculation of the inverse Fourier transform of the power
spectrum.

3. Experiment
3.1. The investigated rooms

In the investigations concerning the verification of Kuttruff's method of autocor-
relation function measurement of a room and in those concerning the possibility of
the application of autocorrelation function for the estimation of some acoustic
properties of rooms, three rooms were used: the room of the Mathema-
tics-Physics-Chemistry Department Council of Gdansk University (room A), Audito-
rium 3 of Physics Institute (room B), and Auditorium I of the Electronics
Department of Gdansk Technical University (room C).

Room A of volume 204 m* has perpendicular walls, its length — 10.3 m, width —
5.65 m, height — 3.5 It-is-a typical conference room whose scheme and the location —
of measurement points is presented in Fig. 1 The recommended value of rever-
beration time T for such room amounts to 0.75 s (+ 10%) and should be constant in
the frequency function [7].

T \|

1L '

Ll ol [] "

- %

sl e i —

B ] L] J
% (¢ e

}; [] [:] R SR

- L] &

40
(ssEEEam

Fic. 1. Horizontal section of room A FiG. 2. Horizontal section of room B

~
@
w0

J




APPLICATION OF CORRELATION 359

Room B of volume 876 m? is amphitheatric. Its length amounts to 17.65 m, width
in the widest place — 10 m, in the narrowest one — 9,4 m. The height on zero level
(at the entrance) amounts to 2.85 m. The floor slopes down reaching the level of —
3.35 m on the opposite side of the room. The scheme and measurement points
location is presented in Fig. 2. The recommended value of reverberation time for
such room amounts to 0.8 s (+10%).

Room C of volume 1195 m? is also amphitheatric. Its length — 13.5 m, width in
the widest place — 17.5 m, in the narrowest 12 m. The height on zero level (at the
entrance) amounts to 3.5 m. The floor slopes down reaching the level of — 3 m on
the opposite side of the room.

The scheme with the measurement points is presented in Fig. 3 The recommen-
ded value of reverberation time for such room is 0.85 s (410%).

T ! T2
7 ¥
T4 o5

Fi1G. 3. Horizontal section of room C g -

3.2. Measurement procedure applied to verification of Kuttruff’s theory of autocor-
relation function estimation

The measurement of autocorrelation function in the investigated room by
Kuttruff’s method can be carried out in a simple way. The autocorrelation function
is registered on a tape recorder just at a given measurement point as a response of
the room to the signal being the reciprocal of the pulse response h,(—1) registered
earlier at this measurement point. So, Kuttruff’s metod is a conventional one (Eq.
(2.2)) in which the investigated room plays the role of a correlator.

The schematic diagram of the instrumentation for the registration of the
autocorrelation function by Kuttruff’s method is presented in Fig. 4.

The first stage of the measurement is carried out in the position of connections 1.
The rectangular pulse from the generator is transferred to a band-pass filter and
a loudspeaker.
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4
5
—| (%]
i = |
A
FIG. 4. Schematic diagram of instrumentation used in autocorrelation function measurement {Kuttruff’s
method): 1 — pulse generator, 2 — band-pass filter, 3 — power amplifier, 4 — isotropic sound

source, 5 — condenser microphone, 6 — measuring amplifier, 7 — tape recorder.

The pulse duration should be shorter than a half of the period corresponding to
the upper limit frequency of the frequency band of the filter used in the measurement.
The reverberation function of the room h, (t) received by the microphone is
registered on a tape recorder.

On setting the system in position II through the filter and loudspeaker the room
is excited by signal hy(—1). The time function received by the microphone (in the
same place) and registered again on the tape recorder is the required autocorrelation
function. The use of the band-pass filter in the measurement system enables to find
the value of parameter 4 in frequency function.

As it is required that the acoustic parameters of the room should be easily
measurable, so it would be adventageous to use filters of width 1/1 or 1/3 octave
widely accepted in acoustic measurements. Those filters are constant percentage
filters so their bandwidths increase with the increasing measurement frequency.

Kuttruff tried to find the effect of the frequency-band-widening on the measured
autocorrelation function. His theoretical formula [97]:

BJ
§$om \/; 3.1)

where B and B’ are widths of the successive frequency bands of the filter used in the
measurement, determines this effect in the case of an almost ideal sound diffusion.
Values 4 obtained for higher frequencies should then be corrected — i.e. divided by
coefficient § to compare them with values 4 obtained for lower frequencies.

In order to work out a univocal method of temporal diffusion measurement so
that it can be widely used for objective estimations of subjectively perceived
phenomena in rooms, it was necessary to carry out experiments which could specify
the dependence of coefficient 4 on the bandwidth of the signal exciting the room.
These investigations were made in room B.

The measurements were made with band filters of centre frequencies f, = 500,
1000, 2000 and 4000 Hz. For each measurement frequency the bandwidth B of the
used filter was changed. The values B used in the investigations are presented in
Table 1. The analysis of the room autocorelation functions was made by means of an
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Table 1

Center frequency
of band-pass
filter f, [Hz]

Frequency bandwidth of filter used
in measurements B [Hz]

500 65 115 200 350 620
1000 130 230 400 700 1230
2000 260 460 800 1400 2500
4000 530 920 1600 2800 4900

MSM microcomputer (compatible with IBM XI) coupled with a 12-bit analogue-
-to-digital converter of sampling frequency up to 100 kHz. A calculation program-
me has been worked out which enabled a precise calculation of the temporal
diffusion value 4 as well as a comparison of the calculation results with the Bilsen’s
weighting function [8].

On that basis, we could determine a possibility of the appearance of a perceptible
flutter echo or sound coloration in the investigated room [11, 121,

3.3. Measurement procedure applied to the estimation of acoustic properties of selected
rooms

In these investigations a slightly different measurement procedure was used than
that described in ch. 3.2 basing on the application of the indirect method described
by Eq. 2.5 [13]. The apparatus described in ch. 3.2 (Fig. 4) was used in the
investigations but the measurement was limited only to the first stage which
corresponds with the connection system marked by I in Fig. 4. Thus in the
investigated room a registration of the room response to pulse excitation h, (t) was
made and then a computer estimation of autocorrelation function by FFT method
was carried out.

The worked out calculation programme for the estimation of autocorrelation
function also enabled a precise analysis of the obtained autocorrelograms. The above
investigations were carried out in rooms A, B and C. The investigated rooms were
band-excited at each measurement point while the centre frequencies of the used 1/3
and 1/1 octave filters amounted to: 500, 1000, 2000 and 4000 Hz.

4. Results of investigations

4.1. Measurement of the dependence of temporal diffusion value A on the frequency
bandwidth of the exciting signal

The dependence of the parameter value 4 on the bandwidth of the signal used for
the excitation of the room for selected measurement points and frequencies is
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presented in Fig. 5 and 6. This choice has been conditioned by the assumptions of
Kuttruff’s theory [9] according to which formula (3.1) is valid for a large temporal
diffusion of the room. Kuttruff suggested a correction of the measured values of the
temporal diffusion coefficient for 4 > 3.5.

From the dependencies presented in Fig. 5 and 6 we can see a clearly insignificant
effect of the bandwidth of the signal exciting the room on the value of temporal
diffusion for the same measurement frequency. In the case of the measurements
points and frequencies for which 4 was smaller than 3, the dependences of temporal
diffusion values on the frequency bandwidth of the exciting signal were similar.
Apparently it agrees with Kuttruff’s theory according to which formula (3.1) in not
valid for small temporal diffusion of the room.

4.2. Application of autocorrelation function for the estimation of acoustic properties of
selected rooms

The results of investigations concerning the above subject are presented in Fig. 7.
Each figure contains mean values of temporal diffusion 4 in frequency function for
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each investigated room (rooms A, B, C). On each figure there are also plotted mean
values of reverberation time T found from the pulse responses registered in the room.
The values of the coefficient A and reverberation time T presented in the schemes are
arithmetic means of values 4 and T measured at each measurement point of the
investigated rooms (Fig. 1, 2, 3). Only in the case of room B the values presented in
Fig. 7 are arithmetic means of the values measured only at measurement points 1, 3,
57 and 9. ;

The dependence presented in Fig. 7 are plotted for octave bands. The respective
values of temporal diffusion A and reverberation time T found for 1/3 octave bands
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have been presented elsewhere [13]. The differences are slight which is in agreement
with the results of the investigations concerning the effect of frequency bandwidth of
the exciting signal on the measured autocorrelation function presented in ch. 4.1. In
the case of the dependence presented in Fig. 7 black circles mark the possible
appearence of an audible sound coloration at the measurement points whose
numbers are marked on the plot.

5. Conclusions

3.1. Determination of the effect of frequency bandwidth of the signal exciting the room
on the measured value of temporal diffusion

After a considerable number of measurements carried out, no effect of frequency
bandwidth on the measured value of temporal diffusion was observed for the same
measurement point and frequency. It is an essential conclusion from the point of
view of the measurement method and the procedure of finding coefficient 4 for
comparison purposes. Thus, using the autocorrelation function for the investigation
of the acoustic field in a room it is not essential whether the filters used in the
investigations have constant or constant percentage bandwidth. When analysing the
courses of the autocorrelation function for different bandwidths of the signal exciting
the room and for different measurement frequencies it was found that the optimal
bandwidth of the exciting signal in measurement of this type is the width equal to 1/1
octave.

5.2. Application of autocorrelation function for the estimation of acoustic properties of
rooms

As concluded from the dependences presented in Fig. 7, the largest values of
temporal diffusion 4 for each measurement frequency were obtained in room C. In
this room there is a possibility of the appearance of a perceptible sound coloration or
flutter echo for particular measurement points. A reverse situation occurs in room. A.
The reason of it can be the poor geometry of room A.

While analyzing the frequency characteristics of reverberation time and temporal
diffusion 4 we should state that coefficient 4 in the investigated rooms reaches high
values for bands of centre frequency 2000 and 4000 Hz for which the values*of
reverberation time approach the recommended values. Still in the case of the band of
centre frequency 500 Hz for which the values of reverberation time also approach the
recommended values, the value of temporal diffusion decreases. It is observed
particularly in the case of room A.

So, we may suppose that the value of temporal diffusion is not so much
connected with the value of reverberation time but rather with its “quality” — the
bigger the temporal diffusion coefficient, the higher the quality of reverberation
course, that is, the course of sound energy decay in the room is smoother, more
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regular. To illustrate the above conclusions in Fig. 8, 9 we present the echograms and
-corresponding correlograms registered in room A and C for measurement frequency
500 Hz.

The height of the tail of the autocorrelation function registered in room C is
smaller (the lateral maxima are less significant) and the sound pressure decay in the
room (echogram) is more regular than in the case of room A.

Temporal diffusion which is a measure of time structure of the room response to
pulse excitation and a measure of sound mixing degree in the room, can precisely
describe the quality of reverberation course. It is widely known that the measured
value of reverberation time itself does not characterize the nature of the rever-
beration process. The temporal diffusion can be, thus, together with reverberation
time, one of the basic parameters describing the acoustic properties of a room
independently of many other criteria used in room acoustics.
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A simple model of speech recognition based on identification of broad articulatory
classes is presented. Direct application of the notion of linguistic variable to description of
acoustic parameters evolutions and recognition of broad articulatory classes is discussed.
The recognition algorithm is based on a fuzzy automatic network. An example of
application of the described method to isolated word recognition is given.

1. Introduction

One of the most essential and important problems in the automatic speech
recognition task is that of finding the relations between acoustic signal continuum
and the string of phonetic classes which is related to the signal. More precisely, the
relations between acoustic cues for the description of certain physical characteristics
of the speech signal and phonetic features employed for characterization of speech
units, mainly phonemes. Years of research in phonetics and speech physiology have
shown that the solution of the “acoustic cues vs. phonetic features” problem is
neither simple nor unambiguous and the efforts to established automatic phonetic
transcription of the acoustic speech signal have been succesful only for strictly
limited conditions. One of the main reasons of such results was that we have to find
the complex relations between psychological, i.e. rational rather than physical, units
as phonemes, which are defined as the smallest distinctive elements of a word for
a particular language, and physical, i.e., measurable parameters like speech spectrum,
LPC coefficients etc. Although very sophisticated and precise methods of speech
signal measurements and description have been developed, one has to tackle the
problem of the descriptive character of phonetic concepts. This vagueness of
description results mainly from the approximate definitions of phonetic classes in
terms of acoustic cues as pointed above, but another source of vagueness are the
coarticulation effects which make the consecutive speech segments influence one
another, changing their acoustic characteristics without modifying their phonetic
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meanings. In addition, individual and statistical differences across speakers and
tokens make the whole task very complicated.

For automatic recognition of isolated or connected words, various strategies of
solving this problem have been proposed, from the deterministic pattern recognition
methods used by BEzDEL [ 1], SAMBUR and RABINER [2] or WEINSTEIN and al. [3] to
statistical pattern recognition, e.g., [4] and Bayesian classifier [5]. The fuzzy
theoretical approach has also attracted the attention of researchers in the last 10
years, offering philosophical concepts and mathematical apparatus which was
thought to formalize and overcome the inherent vagueness of the relations between
acoustic cues and phonetic features [6], [7].

The study presents how to use the concept of a linguistic variable in describing
and recognizing certain phonetic classes in the Isolated Word Recognizer (IWR).
Apart from the application of the fuzzy theoretical framework to the system, i.e.,
direct case of the notion of linguistic variable and fuzzy automata, it is also shown
how a careful analysis of a very poor set of parameters, only three used in the present
study, supported by an important amount of subjective and objective knowledge
incorporated in the recognition algorithm could be used for successful identification
of certain broad phonetic classes. General speech description strategy is described
elsewhere [7], [8]; however, it consists mainly in detecting and describing certain
acoustic events related to the occurrence of broad articulatory phonetic classes.

2. Speech material and parameter extraction

The vocabulary used in this study consists of 60 words (10 digits + 50 command
words) provided for a voice controlled minicomputer. Each 60 word was spoken at
normal speed by 6 subjects (5 men, 1 woman), two of them with slurred
pronunciation. This set made up the learning group. The algorithm was tested on
another set of 6 speakers (5 men, 1 woman), 5 of them were new to the system.

The block diagram of IWR is shown in Fig. 1. The incoming speech signal is
analysed by the Parametric Speech Analyzer, built at the Speech Acoustic Laborato-
ry IFTR. At the output of the analyzer, a sequence of parameters is sent to the PC
microcomputer every 10 ms. Seven parameters were measured:

1. AO — log overall amplitude envelope,

2. LP — log amplitude in low frequency band, 80-800 Hz,

3. HP — log amplitude in high frequency band, 4.5-8 kHz,

4. F1, F2 — first and second formant frequencies,

5. ZCR — zero-crossing rate,

6. FO — fundamental frequency.

However, only the first three of them A0, LP, HP were used in the study (Fig. 1).

3. The set of speech segments categories

The set of labels used for word description in IWR consisted of 9 names of broad
acoustic articulatory classes which resulted from the general classification of
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FiG. 1. Block diagram of the isolated word recognizer a) data matrix, b) description of data values with

linguistic terms as “low”, “medium”, “high”, ... ¢) string of composite terms describing linguistic variable

H, = {10 ms speech frame}, d) string of composite terms articulatory categories — manner describing
linguistic variable H, = {articulatory segment}.

speech sounds based on the manner of articulation, as it is shown in Fig. 2.
Resonants are defined as sounds produced with such a suitable shaping of the vocal
tract that the airflow through the mouth and/or nostrils is free. This class contains
vowels, nasals, glides and laterals. They are divided into two classes RS and RC on
the basis of their duration. All other sounds are called obstruents, made by
obstructing the flow of air. The are characterized by an extreme narrowing or
constriction at some point of the vocal tract resulting in blocking of the air stream,
or in its turbulent character. The definition of obstruents implies various acoustic
phenomena to be analysed, within the obstruent part of the speech signal. Therefore
they have been divided into 7 classes of segments. There are voiced fricatives and



372 W. WIEZLAK

Unvoiced Fi1G. 2. Broad classification of the sounds based
closure & | (f) (x) on the articulatory manner description of the
silence

speech segments. H,

Apical
s/ I
AR
Unvoiced ~ ~ -
affricates ts tp ts

ES
Unvoiced
plosives | Pt e Stk
PL

Stridents
S5 hsos 8 [ f X

Voiced
plosives | & d 7 g
ocC

. Voiced v z % z

ricatires oS oy o

aaffricates dz dz
VE

fffs"f'éﬂrsm 2V 3or more RS

i T . N e
RS TES u

Unclassified
NN

affricates grouped in the common class VF characterized by an important amount of
friction and voicing during the production of the segments, voiced stops OC which
are specified by voiced closure characteristics, and stridents SS with high noise
energy level without voicing. Unvoiced plosives PL and affricates PS are differen-
tiated through the amount of noise and its duration after the unvoiced closure UC.
Apical /r/ (AR), the most common realization of the /r/ sound in Polish, presents
itself in a different way in the acoustic signal but its salient feature is a sequence of
short resonant-obstruent units. In intervocalic position it shows a distinct short dip
in the overall amplitude of the signal and before and after resonants it results in
saw-tooth-like amplitude variations on the raising or falling edge. So-called unvoiced
closure UC is mainly caused by blocking of the airstream but sometimes also by
weak aspiration or delay of voicing onset in the sequence of segments with strongly
different places of articulation.

Among obstruents one can find two types of sounds: quasi-stationary ones, these
which can be produced without restricted timing, e.g, fricatives underlaying the
classes SS and VF, and nonstationary speech sounds which without restricted timing
loose their phonemic character or cannot be produced, e.g., plosives, /r/ sound.
Certainly, stationary segments like SS, UC, partially VF as well as resonants may be
identified only through the analysis of instantaneous values of acoustic parameters.
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On the other hand, nonstationary speech sounds and duration estimation of
stationary sounds require the analysis of parameter time-evolutions. Therefore, the
speech segment description algorithm has been divided into two stages. In the first
one the context independent algorithm performs the description of 10 ms speech
frames which are named with the labels of 5 classes. The acoustic characteristics of
these classes correspond to the stationary parts of 5 chosen broad acoustic
articulatory classes. Then, in the second stage the context-dependent algorithm
gathers the labels of 10 ms frames into larger segments which belong to the whole set
of 9 classes and creates the output description of the analysed word (Fig. 1).

4. Algorithms

From the fuzzy theoretical point of view the whole process of description and
recognition of broad acoustic articulatory classes can be viewed as the formulation
and description of the two structurally dependent linguistic variables:

1. H = {10 ms speech frame”},
2. H, = {“acoustic articulatory segment”},

by the set of corresponding composite terms [6] for context-independent and
context-dependent algorithms respectively.

Let us consider the definition of linguistic variable.

DEFINITION 1

A linguistic variable is defined as a 5 — tuple:

A=(H, T(H), U, G, M)

where: H ist the name of the variable, T — is the set of terms, names of values of H,
U — universe of discourse, G — syntactic rules generating the elements of T,
M — semantic rules generating the meaning m for each element te T,

From the formal definition of linguistic variable given above, in real applications
the important question arises how to represent the syntactic and semantic rules
which describe the set of terms T. When structural relationship between the terms
and variable is not sophisticated, the simplest solution to the problem is to apply
fuzzy naming relations describing the elements ¢ in the most straightforward form of
syntactic and semantic rules. Moreover, in such a case there exist learning
procedures assuring optimal efficiency of the relations in the sense of minimum
description error of. [6]. In other cases generative grammars are frequently applied,
hence the main drawback of this approach is the hypothesis-and-test structure
resulting in the top-down “active” algorithms. Another possibility is to use fuzzy
automata (FA) which could make the “passive” network realizations more suitable
for bottom-up analysis of acoustic cues. Therefore, taking into account the
bottom-up organization of the recognition procedures in IWR, fuzzy naming
relations and FA network were chosen for the description of the linguistic variables
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H, and H,. The main advantage of such a representation of syntactic and semantic
rules lies in the simplicity of the recognition algorithm.

4.1. Context-independent algorithm
The following assumptions are made:
1. The name of the variable
H, = {10 ms speech frame} 2

2. The set of composite terms consists of the names of 5 broad categories
corresponding to the stationary parts of 5 chosen broad acoustic articulatory classes
and the complementing term ’n’:

fI-; = {J’rl’ 101, fu.r, rsr, fvr’ rul} (3)
3. The universal set U consists of measured and computed parameters
SN TR 4)

where: U, = A¢;; U, =LP; Uy = HP;;
iy - Apmax—AP; = DAY,
Us; = LPye—LP; = DLP,
Ug=HP,—A¢, = DHA,
U,=HP,—LP;,=DHL,i=1...N

N — number of frames, max — denotes maximum values of the corresponding
parameter for each word.

The relations defining 5 classes of composite terms and the complementing term
are expressed as follows:

DEFINITION 2
The term ‘r’ describing the acoustic characteristics of the class RS

r = I[(DAO,)o[I(DLP,) v I(DHL,)]. %)
DEFINITION 3
The term 's’ describinig the acoustic characteristics of the class SS
s = h(DHL,) A h(DHA,). (6)
DEFINITION 4
The term ‘u’ describing the acoustic characteristics of the class UC
u = [(A0,) A I(LP,) A I(HP,). (7)

DEFINITION 5
The term ‘o’ describing the acoustic characteristics of the quasi-stationary part of
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the class OC :
0=5§A 1A [mDAO,)Om(DLP,)] (8)
where § and @ have the meaning no s and no u classes.
DEFINITION 6

The term 'v' describing the acoustic characteristics of the quasi-stationary part of
the class VF

v=m(DLP,) A h(HP,) A 0. 9)

DEFINITION 7
The term ‘n’ complementing in the fuzzy sense the description of the variable H,

n=rvsvuvovy (10)

where 1( ), m( ), h() — “low”, “medium”, “high” functions defined over the
measured and calculated parameters, © — bounded product, [9], A — intersection.

Equations (4)(10) are used to compute the numerical values of the possibility
that the actually analysed speech frame belongs to the classes terms from the set T,
representing different manners of articulation. It was assumed, that each frame
receives the label of the term with the highest possibility

h,e H, h, receives the label k<> poss, > poss, (11)
where: k, leT,

The membership functions which are used in Egs. (4){(10) were estimated
heuristically on the set of 120 tokens and then verified on the whole material from
the learning group (Fig. 3).

4.2. Context-dependent algorithm
For the context-dependent algorithm, the following assumptions are made:
1. The name of the variable is,

H, = {“acoustic articulatory segment”},
2. The set of composite terms which are the labels of 9 broad classes from Fig. 2,
T, = {'RS,'RC,'SS','VF,'0C,'AR,'UC', 'PL, 'PS', 'NN'}
3. The universal set U,
= (¥, 0, W, '8, ¥, W, U}

4, Syntactic rules have the form of the FA network where the input alphabet is
U, and output alphabet is T,.
5. Semantic rules are the output description functions which assign to each
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| 15T STAGE I

Word described by the sequence of
labels belonging to the set

Is=lr.s,0,u,v,n}

Fuzzy automata for recognition
of classes RS&aRC
Number of classes RS&RC=L

Word described by the sequence of
labels belonging to the set
Ts={RS,RC,r,s,0,u,v,nj}

2 ND STAGE

Analysis before
" 152 r_efgngnt l

Recognition network
consisting of

28 fuzzy automata

Analysis after ?;Z?gféi
the last resonant resonants

: |

Recognition network Recognition network
consisting of : L consisting of
18 fuzzy automata ; 42 fuzzy automata

Output description
word described by the sequence of
labels belonging to the set
T,={RS,RC,UC,SS,PL,OC,VF, PS, AR}

FiG. 3. Two stage context-dependent algorithm for articulatory manner description of speech segments

output label ¢, the possibility values stating to what extent the actually analysed
acoustic events represented as labels belonging to T, correspond to the characteris-
tics of 9 broad classes of segments.

The structure of the network is shown in Fig. 3. It is organised as a two-stage
network where the whole set of input labels, the result of the previous algorithm, is
analysed twice. At the first stage the fuzzy automaton recognizes the classes RS and
RC. Both classes of segments are treated as the strong, “anchor” points of the
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analysis (they were detected at 1% error) and around them a more careful analysis of
the previously labeled segments is performed to identify classes more complex to
detect. At the second stage the algorithm has three separate parts of word analysis
viz., before the first resonant in the word, between two consecutive resonants and
after the last resonant. The resulting description consists in formulating sequence of
labels belonging to the set T,, with corresponding possibilities of the existence of
a class in a given part of the word. At each position of the output string, fuzzy
description one or more labels (up to three in the actual network). An example of
such a representation of the word /drukarka/ (printer) uttered by a male voice is
shown in Fig. 4.

EXAMPLE OF ARTICULATORY (MANNER) DESCRIPTION OF THE WORD
DRUKARKA

a)

0C1/9; RS10/4 ; OC1/1; RS15/6,; 0C21/3; NN24/1; UC25/4; NN29/2
0C31/1; RS32/12; 0C44/1; RS45 /4 ; OC49/3 ; UC52/11;0C63/1
RS64/14;0C78/6; NN84/3

b)

(ocag iy e | oo 7 5, RS)

X 0.1 XU. 12 A RD,25

d)
Poss(0; ) iz1...8

0;,s0C AR RS UC RSUC RS 075

0,=0C AR RS UC RS AR UCRS 025

0, =0C RS UC RS UC RS 012

0, =0C RS UC RS ARUC RS o2

O; =AR RS UC RS UC RS 0.1

0, =AR RS UC RS ARUC RS a1

0, =RS UC RS UC RS o1

0, =RS UC RS AR UC RS o1

Fic. 4. Example of articulatory manner description of the word /drukarka/ (printer) a) after
context-independent analysis, b) after context-dependent analysis, c) graph representation of possible
output descriptions, d) chart of output sequences with corresponding degrees of possibility

There are several important advantages of such an approach. The analysis of
acoustic events which correspond to the chosen classes of segments is carried
independently of the word which is currently analysed, but it depends on their
phonetic context. Therefore, the rules of description and, in consequence, the
recognition automata are vocabulary-independent. Another important feature of the
algorithm is that the same automaton can be used in different contexts so it reduces
the amount of memory required to save the state transition tables of automata. The
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total number of automata in the network is 52 with 500 states and 1100 paths
between them. Finally, the structure of the network is designed in such a way that
one can add a new automata in the process of learning when a certain sequence of
segments cannot be recognized by the existing network. The actual network was
elaborated during the learning process based on a 60 — word vocabulary spoken by
6 persons, containing about 1500 segments.

5. Experimental results

The algorithm was tested 6n 3120 segments from the 60 word vocabulary spoken
by 12 persons (learning + test groups). To verify the efficiency of the algorithm, the
output descriptions were compared with the reference descriptions of words made
from phonetic transcriptions in accordance with the classification scheme shown in
Fig. 2. Because on each position of the output descriptions can be more than one
label in the evaluation of recognition scores two cases were considered. In the first
only labels with the highest possibility were taken into account (the rows denoted
with (1) in Tab. 1) and in the second all labels were considered (the rows (1)). The
results are presented in terms of two coefficients taking into account three types of
errors committed by the algorithm viz: omissions, insertions and substitutions. It
seems very inconvenient to give the number of percentage of each error type for each
class of segments used in the system. It is interesting for the system designer just to be
apply a good basis for comparison of the quality of such a process. For this purpose
two coefficients were proposed, which could play a role of effective parameters
describing the process of phonetic segmentation and labeling in speech recognition
applications.

The coefficients are defined as follows:

1. The correctness of recognition (p,) of a chosen class of segments gives the
relative number of segments from the reference description which was correctly put
in the output description by a given algorithm.

2. The correctness of description (p,) of a chosen class of segments gives the
relative number of segments which were correctly put in the output description by
a given algorithm.

The interpretation of either coefficient is the following. The correctness of
recognition (p,) says how difficult the class is for recognition by a given algorithm
while the correctness of the description (p,) shows to what degree one can be sure
that the labels representing a given class in the output description belongs in reality
to this class of segments.

The results of recognition obtained for 3120 segments (60 words and 12 speakers)
are shown in Fig. 5. The average recognition scores were 97% for correctness of
recognition and 96% for correctness of description for all the analyzed material.
Errors were uniformly spread between resonants and obstruents. For resonants 1 to
5% of segments were badly described, for obstruents this value reached 20 to 25%.
Omissions which were the main source of errors were caused by the segments of



Table 1. Results of recognition of broad articulatory
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classes

P.% Py%

1 98.3 97y

w 2 901 99.3
1 88.8 94.1

e 9.3 100.0
1 41.7 93.5

= 56.2 97.5
1 794 78.6

aq 88.2 90.0
1 80.6 934

i 81.9 95.2
1 92.6 92.6

83 2 95.3 95.2
1 81.3 82.6

o 2 89.2 943
PL 1 051 92.2
uc 2 70.8 95.8

where: P, — correctness of recognition — percen-

tage of input segments correctly reco-

gnized,

p, — correctness of description — percentage
of segments correctly described in out-

put description of word,

1 — first candidate description,

2 — all descriptions.
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classes AR and PL (83% of all omissions). The results are considered to be quite
good, given the very simple parametric representation applied in the speech signal.

6. Concluding remarks

Very simple methodological assumptions have led us to the theoretically simple
and computationally efficient method of identification of broad classes of segments in
IWR. Direct application of the notion of linguistic variable and the process of its
description in the bottom-up strategy of word recognition give good results also on

the lexical level.

The recognition of the 30-word set was done on 360 utterances spoken by 12
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Recognition accuracy
%] }
100t

9071

80.-

70...

601

40

" " + 1 + 1 + I Ik +

1 2 S EA60LT 5 6 8
average number of patterns
per word in pattern dictionary

FiG. 5. Results of recognition for 30 words’ set a recognition accuracy (R.A.) for the learning
group-deterministic approach, b) R.A. for the learning group-fuzzy approach, ¢) R.A. for test
group-deterministic approach, d) R.A. for test group-fuzzy approach

speakers of which 6 formed the training group and 6 speakers were new to the
system. When only the highest possibilities were taken into account in the output
description case (1), individual recognition scores were between 83-100%: however,
when all the descriptions were considered, case (2), they reached 90-100%. Average
recognition accuracies were from 91-95% respectively. The 5% increase of the
word recognition score is consistent with the results given by De Mori [6]; however,
the increase of the recognition rates of certain segment classes is even higher up to
10% (in individual cases to 25%).

To maintain the straightforward bottom-up system architecture, we avoided, in
more complex cases, the very useful concept of knowledge source. The subjective and
objective knowledge is contained in the FA network which is designed during the
learning process. The explicit application of knowledge source will be needed when
other levels of speech signal description are incorporated in the system.

An important feature of the method is that the segmentation problem was
overcome in such a way that the algorithm estimates the possibility of the presence of
a class in a word without explicit description of segment boundaries.
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