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ANALYSIS OF THE PROPAGATION OF A SPHERICAL WAVE WITH FINITE
AMPLITUDE IN AN IDEAL GAS BY THE RENORMALISATION METHOD
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This paper gives an approximate solution of the hydrodynamic equations
in the case of a spherical wave with finite amplitude. Using the perturbation
renormalisation method it gives the desired desecription of the acoustic field of
a spherical wave generated by a spherical source which pulsates monochromati-
cally with finite amplitude in an infinite, lossless gaseous medium. The solutions
obtained for the acoustic velocity and the acoustic pressure have the form of
asymptotic expansion of the first order relative to a small perturbation para-
meter and are valid both for the near and the far field. The analysis of the acou-
stic field hag for the first time been performed directly using the perturbation
renormalisation method for a spherical wave.

Notation

i — acoustic velocity

w — normalised acoustic velocity

P — pressure

P — normalised acoustic pressure

Py — pressure in the unperturbed medium

0 — density of the medium

0 — relative density of the medium

2 — density in the unperturbed medium

€ — weak-gignal sound velocity

t — time

t — normalised time

5 — formation time of the shock wave

7 — length of the tracing radius of a given point
r — mnormalised length of the tracing radius of a given point in spherical coordinates
r — formation distance of the shock wave
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B — static radius of the source

T — normalised time

7 — deformed coordinate

@ — potential of the acoustic velocity
L] — parameter

¥ — ratio of specific heats

0 — large Landau symbol

8 — deformation parameter

® — angular frequency

] — normalised angular frequency

g — perturbation parameter

A — amplitude of the pulsating sphere
@ Qg ¥ — constants

1. Introduction

An analytical solution of the hydrodynamic equations, which are the
basis for consideration of such problems as the generation and propagation
of acoustic waves with small but finite amplitude, is known only in the case
of a plane wave propagating in an acoustically ideal medium. This solution
has been given independently by EARNsHOW and RIEMANN (e.g. [11]). The
hydrodynamic equations for spherical and cylindrical waves of finite amplitude
have been considered in a relatively large number of papers, mainly concerned
with the description of the propagation in the far field. Experimental work
has also been performed, e.g. on spherical waves propagated in water [17]
and air [4]. In general, two theoretical approaches to these problems can be
distinguished. Some authors use a method which consists in approximating
exact equations and seeking exact solutions (e.g. [1, 3]), others employ appro-
ximation methods (e.g. [5, 8, 9, 12, 16]. The solution of exact hydrodynamic
equations for spherical and cylindrieal waves of finite amplitude in an ideal
medium has been given by AUGUSTYNIAK [2], with the assumption, however,
that the velocity is of one sign. BLACKSTOCK [3] approximated a nonlinear
wave equation which is valid for onedimensional travelling waves: plane,
spherical and cylindrical, in a lossless medium to the form of the lossless Burgers
equation and subsequently for the far field he reduced this equation to one
analogous to the equation for plane waves. Lockwoob [12] earried out appro-
ximation of the second order of the hydrodynamic equations and subsequently
solved these equations using the method of multiple scales [14] for a sphe-
rical source in a lossless medium, achieving a parametric description of the
profile of the pressure wave valid for the far field. GINSBERG [8, 9] gave a descrip-
tion of the profile of the pressure wave and the acoustic wave generated by
a monochromatic cylindrical source, taking into account a moving boundary
condition, in the case of two and three-dimensional motion of the source. Using
the renormalisation method he obtained asymptotic expansions of the first
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order of the expressions defining the pressure and the acoustic velocity in the
far field and gave a matching procedure with which he achieved a description
of the near field based on the description of the far field achieved previously.
An extension of this analysis to the case when the motion of the source is a su-
perposition of harmonic excitations was given by NAYFEH and KELLY [16].

2. Formulation of the problem

The equations of motion and the equation of state of the lossless gaseous
medium will be given with dimensionless variables defined by the relations
0 ok
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Where i is the radial component of the acoustie velocity, p is the pressure,
¢ is the density of the medium, # is the distance from the centre of the sphere,
P, and g, are respectively the pressure and density in the unperturbed medium,
¢, i8 the weak — signal sound velocity, y is the exponent of the adiabate, o is
the angular frequency and R is the static radius of the spherical source.

The hydrodynamic equations for the spherical wave in dimensionless
variables are respectively

o o 1 .0p

— — - —0; 2
ot 5 or 5 oy or ! (2)
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at o or A ar = 9 i : (3)
14p = ¢ , (4)

The motion of the lossless gaseous medium, under the assumption of irro-
tationality of the field, can be described with the dimensionless velocity poten-
tial function ¢(r, t) such that « — d¢/ér. The equations describing the motion
of the gas, the equation of the potential and the equation of the pressure p,
as derived from equations (2)-(4) [19] are given in the following form
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In turn, the motion of an oscillating spherical source with finite amplitude
which generates a wave in an infinite medium, written in dimensionless varia-
bles, is defined by the relation

r.(t) = 1 +ecos(Lt+¢); ; (7)

where ¢ = |A/R| € 1 is a small perturbation parameter and A is the ampli-
tude of the pulsating sphere.

The desired moving boundary condition is such that at each moment the
normal component of the velocity of the medium (in the present case only
this component of velocity occurs) is equal to the normal component of the
velocity of the surface of the source, for all points of the surface of the source
[13]

d¢ dry(t)

= . (8)
or r=rp=1+zcos(2+¢) dt

3. Description of the potential of the acoustic velocity

In the problems which involve parametric perturbations the quantities
to be expanded can depend on one or more independent variables, apart from
the perturbation parameter. Construction of the asymptotic representation
of the function f(z; &), where & is a scalar or vector variable, independent from
the parameter & in the terms of the asymptotic sequence 9, (¢), gives [14]

f@;e) ~ D) ay (@) 8,(e), &0, 9)

where a,,(x) are terms which depend only on a.
This expansion will be called asymptotic if

N-1

flase) = 3 a,(@)d,(e) +By(@; e); (10)
Ry(z;6) = O[0x(e)], lim {O[by(e)]joy(e)} =0 (11)

3 pr(g)—0

for all the considered values of x.

In the contrary case it is said that the expansion is singular.

For small but finite pulsation amplitude of the source the potential of
the acoustic field generated (and also such quantities as u, p, o) is a quantity
of low value and can therefore be expanded in a power series with respect to
the small parameter e,

P(r,t; 8) = eps(r, 1) +epy(r, 1) +--. (12)
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and similarly
w(ry 5 €) = elhy(r, 1) +eus(r, 1) +...; (13)

pryt;e) =3p1("‘"st)+52172(7"st)"}‘---' (14)

Substitution of the relation of ¢ in the form of expansion (12) into equation
(8) with the right side expanded into a Taylor series and comparison of the
terms with the same powers of ¢ give linear équations for ¢,(r, t) and ¢,(r, 1)
and the boundary conditions

order &:
R e i e
AR e (15)
o
i s —Qsin (2t +¢); (16)
or o
order &2:
P, by 2 O, 0, 0*p, g, ¢,
) i3, =92 —1
At r or o oo TV e T
2 0y 0,
+;(?—1) o ot (17)
depy 0*¢,
A 1
e cos (2t +¢) ot |, (18)

Equations (15) and (17) are linear equations. The first is a linearized equa-
tion of the velocity potential for the spherical wave, whereas the second is
a linear, heterogeneous equation which describes a nonlinear correction for
the potential funection.

Solution of these equations, with relevant boundary conditions, gave
the sought expansion of the velocity potential according to the powers of the
perturbation parameter.

G(ryt;e) = —eQ(22+1)"Pr-tcos {Q[t— (r—1)]+o+oo} +
+&2[Q(Q22 +1) 72 [ (22 —2) cospy+2 25ing,]r1cos? {2 [t — (r—1)]+¢} +

+Q[(22+1)(422 1)1 [.Q(Q2 —1)cosg,+ (% 02 +1) sinqno]r—lsin2 {(Q[t—
—(r—1)]+¢+v}+

1
3 = (22 4+1)"1(14+402%) " r15in2{Q[t — (r —1)] +9 +@o +7} +

1
e Q2 41)"r28in2{Q[t — (r —1) + ¢+ g} +
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1
+ 5 Q@2 41) M 1sin2 {Q[t— (r 1))+ o} +

-+ % Q422 1)y +1)rlreos2{Q[t — (r —1) ] +¢ +@o} +

- %}— QY2 +1)" Yy +1)r-1sin2 {Q[t —(r —1)] 4@ +@o} cos 4 Qr[8i(42r) —Si (42)] +

-+ ?13—.(2“(92 +1)"Y(y +1)r-18in2 {Q[t — (r —1) +@ +@,o} sind Qr [Ci (42r) —Ci(42)]—

— % QM2 +1) Yy +1)r-1eos2 { Qt —(r —1)] +¢ +po} sind Q[ 8i(4 2r) —8i(42)] —

— %— Q22 41) Yy +1)rteos2 ([t — (r —1)]+@ +po} cos4Qr [Ci(42r) —

—Ci(4D)]+..., (19)
where

i
po = tan—10Q"Y, vy = — £y tan-124.

The expansion of the dimensionless function of the potential of the acoustic
velocity as defined by relation (19) is not asymptotic. The singularity of this
expansion results from the presence in the second-order terms of the secular
term (the sixth term in the second-order terms of the expansion) which causes
the second-order terms of the expansion to take values of the same order or
greater than those of the first-order terms with large distances from the source.
This term occurs in the solution of equation (17). In turn, the nonlinear effects
which result from the moving boundary ccndition are of the second order of
magnitude. Therefore, in order to obtain the asymptotic expansion of the first
order in the case of a linearized boundary condition, it is enough to consider
the problem in the form

k. SRR PR RS o g (20

4. Description of the field of the acoustic pressure

NavrFEH and KLUWICK [15] and GINSBERG [7] have proved that in seeking
the correct expressions of such physieal quantities as the acoustic velocity
or pressure it is necessary to eliminate the secular term from the expressionsy
of these quantities and not from the expression of the acoustic velocity poten-
tial. :
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The acoustic velocity, defined as u = d¢/dr and derived from the expan-
sion of the velocity potential, is given by the relation

w(r,t; &) = e[Q(Q2+1)" V2008 {Q[t — (r—1)]+¢ +go} — 22(22+1)7 x
xr-1sin{Q[t —(r—1)]+@+@o} ]+

13
+? 5 (22 41) Y (y +1)rnrsin2 {2t — (r—1)] +¢ +@o} + N8 +..., (21)

where ¢, = tan-102-! and NST are the nonsecular terms of the expansion.

In order to eliminate the secular term from expansion (21), according
to the renormalisation method chosen, new independent variables of time
and distance, v and %, were introduced. GINSBERG [8] and NAYFEH [15] have
shown that in the problems which involve travelling waves it is sufficient to
transform only one variable. It is convenient to assume the following form
of the transformation of » and {,

¥ — e, T (22)
t =1, (23)
After insertion of the expressions of » and ¢ given by relations (22) and (23)
into equation (21) and expansion of the right side for small ¢, with a definite
value of the new coordinate 7 the velocity (7, 7; €) is given by expression (24):
w(y, 73 6) = e[Q(Q41)"Py-2c08{ Q[ — (0 —1)] +¢ +go} — (L +1)7 x
xntsin{Q[z—(n—1)]+¢ +eo| +
e 202 @2 +1) Pytsin (Q[r — (n —1)] o o} —2R(22+1) 2 x
xn*c0s { Q[ —(n—1)]+p+@o} +
+@(Q241) Py rcos {Q[r — (n—1) ]+ +go}] 1 (7, 7) +

1
et (@ 1)y +1)n tInnsin2 (@[ — (1~ 1)1+ +go} + VST +.. (24)

It would seem apparently that in order to eliminate the secular term from
expansion (24) the function r, (%, ) should be chosen (according to the renorma-
lisation method) so that the secular term and the terms containing the function
r1(n, ) would zero one another. It can readily be shown that in such a case
r1(n, 7)—oc0 for given values of the variable %, which would lead to infinitely
great deformation of the profile of the wave. It follows from the analyses carried
out in the case of a plane travelling wave [6, 15] and a cylindrical wave [8, 9]
that the function of the deformation of the profile is the produet of the funciton
of distance from the source and of the acoustic velocity u,(n, 1)

ri(n, 7) = hy(n)ui(n, 7), (25)
where £, () is a function which depends only on 1.
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It was assumed that in order to obtain (7, 7) in the same form as occurs
in relation (25), it is necessary to take also into consideration, apart from the
secular term, other tcrms in the second-order terms of expansion (24), al-
though they do not cause the singularity

r4(n, 7)[(22+1)"Py-teos {2[t— (n—1)]+o +@o} +22%( 22 +1)7 x
Xn=*sin{ Qv — (n—1) ]+ +@o} —22(22+1) Py 3cos {R[r — (n—1) +o 190} 1=

= “-2!25(!22+1)“1(y+1)n-1lnnsin2{.Q[rw(97—1)]+tp+%}+
+ D gl — (1—1)]+p+g},  (26)

where f,(9)g,{2[t—(n—1)]+¢,+¢} are asymptotic terms in the second-order
terms of the expansion.
On the basis of relations (24)-(26), the function h,(z),

1
hy(n) = r (y+1)ylny, (27)

and the following elements of the second term of expansion (24), which should
be taken into account together with the secular term,

1
i = = Q42 4+1)" Yy +1)n~2Inycos* {2 [z — (n—1)]+¢ +@o}; (28)

Jeofe = “!2_“(924"1)"(?+1)n‘2lﬂﬂsiﬂz{9[f—(n—1)]+¢°—i-%}; (29)
fa9s = —92(92+1)—1(y+1)11"“1n?70032{9[r—(n—l)]+w+%}; (30)
figs = (22 41) Yy +1)y-3Inysin2 {2[r — (5 —1)] +¢ +@o} . (31)

were obtained.

From equations (22)-(27), the following asymptotic expansion of the first
order of the acoustic velocity w(r, ) was obtained in parametric form, valid
for both the near and far field,

u(y; 7) = eQ(Q2 1)y c0s (R[r— (1—1)] +9 +90} -
—eQHQ 1)y ein (e — (—1)] 4o +ou}+HO[L (1)1 (32)

1
r=n+5 (y+1)nnyu(y, 7) +0[22 (22 +1)2]; (53)

b=, (34)
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5. Description of the field of the acoustic pressure

It is convenient to represent the dimensionless equation of the acoustic
pressure (6) in the following form,

o6 1 [ep\?
1+p:{1—(y—1)[-£—+5(%f—)]} A (35)

Expansion of the binomial on the right side of this equation and insertion
of the expression of ¢(r,1;¢), given by relation (12), gave the following form
of the equation of the acoustic pressure

SegE I i z(aw i a¢1)2
P(?,t,&‘)-f - [Bﬁ"TS pr +§E or —EB W +]- (36)

In a way analogous to the expression defining the acoustic pressure, an
asymptotic expansion of the first order of the acoustic pressure was derived
in parametric form from equations (36) and (19),

Py, 7) = —e@2(Q2211)" Byn-15in {2z — (9 —1)]1+p+po} +0 [£22* (22 +1)1];

(37)
Loyl

r=nt g alanpin O+ 0[ARP 4+, (38)

$re= 7, (39)

This description is valid for the near and far field up to to the place where
the discontinuity (r*,#*) occurs in the profile of the wave. From equations
(32)-(34) and (37)-(39), it is possible to determine the relation between the
original coordinate and the deformed one. As an example, this dependence
is shown graphically in Fig. 1.

rh

7=t = t*=const

—

2
Fig. 1. The dependence of the coordinate r on the deformed 7

~3
£
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When one value of the variable r corresponds to one value of the variable Ny
this then corresponds to one value of the profile of the wave (for ¢ — const.).
It follows from Fig. 1 that, from some value of the variable 7, the transformation
becomes singular, since the same value of the variable corresponds to several
values of the variable . The profile of the wave becomes a multivalent function
of the variable r, which corresponds to the formation of a shock wave. Determi-
nation of the shortest distance at which the discontinuity of the profile of
the wave oceurs can be reduced to the determination of the lowest value of
r* and of the time t*, according to relation (40).

or
— =), (40)
697 1

The use of relations (40) and (38), under the assumption that Qr > 1

(far field) gave

2(Q2241)717

rH =gt Adexh W’ (41)
cos {Q[t*— (r*—1)] +o+¢o} = —1. (42)

For another definite observation time ¢ s ¢* the discontinuity forms at
a farther distance from the source. Expressions (41) and (42), as defined for
the pressure wave for the far field, are also valid for the velocity wave.

6. Conclusions

This paper presented an approximate solution of the hydrodynamic equa-
tions in the case of a spherical source pulsating monochromatically with finite
vibration amplitude in an acoustically ideal gaseous medium, taking into account
& moving boundary condition. The equations were solved by the perturbation
renormalisation method. The field was described in the form of asymptotic
expansions of the first order of the veloecity u ((32)-(34)) and the acoustic pres-
sure p ((37)—(39)). These solutions are valid for the near and the far field for
all points (r,?) up to the place where a discontinuity occurs in the profile of
the wave. From these relations, using a computer, it is possible to calculate
and plot the profiles of the pressure and velocity waves at a given moment
and the time behaviour of these quantities at a given distance from the source.
It follows from equation (37) that the pressure amplitude depends on the para-
meter ¢ which corresponds to the dimensionless amplitude of vibration of
a sphere and on the dimensionless vibration pulsation Q. Therefore, these
quantities can be taken as arbitrary but so that the amplitude of the acoustic
pressure ¢, satisfies near the source the condition & = £Q2(Q2+1)"'* < 1
(similarly in the case of the amplitude of the acoustic velocity). This solution
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is valid for the amplitudes ye, < 0.1, which corresponds to a level of the acoustic
pressure < 174 dB in air in normal conditions. As an example, Figs. 2 and 3
show profiles of the acoustic velocity and acoustic pressure in air for ¢ = 0.01
and 2 =7 and the observation time i = ¢*.

o
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SO 1 T

-004 -
— nonlinear wave propagation i
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L 1 1 1 1 1 1 i i 1 1] 1 1 1 1 L L 1 1 1 L 1 1 ]

1 2 < 4 5 rr

Fig. 2. The profile of the acoustic Veloclty of the spherical wave, e = 0.01, 2 = 7.0,¢ = 4.996
= 0.1420, ¢ = 0, y = 1.401
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Fig. 3. The profile of the acoustic pressure of the spherical wave, ¢ = 0.01, 2 = 7.0, = 4.996,
@ = 0.1420, ¢ = 0, y = 1.401

In the case of the far field, simultaneously assuming the constant ¢ = —g,
and defining the dimensionless parameter of the wave motion @ = R[r—(y-1)],
the solution achieved was transformed to the following form

w = —e02(2*+1)"p-15in @; (43)
p = —eQ2(Q2° 1) VPyr-1gin @; (44)
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D = Q[t—(r—1)] —osin®; (45)
o= 8%93(92—!—1)_”2(3) +1)Inr. (46)

This solution agrees with that of BrLAckKsToCK [3] which deseribes the
far field of the acoustic velocity and with the solution of LockwooDp [12] which
describes the far field of the acoustic pressure. The solutions given here, valid
for the near and the far field, are verified by the solutions which were obtained
in seeking asymptotic expansions of expressions defining pressure and veloeity
in the far field by the renormalisation method and also the description valid
for the near field, achieved by the procedure given by GINSBERG [8, 9]. This
gave a solution in the same case [18] and in the case of threedimensional simple
harmonic motion of the spherical source [10]. The solution given in this paper
is the first to have been obtained directly by the renormalisation method in
the case of waves other than plane.

References

[1] V. A. AxuLicHEYV, Y. Y. BoGUSLAVSKI, A. Y. Yorrg, K. A. NAGoLNYKH, Izlu-
cheniye sfericheskikh voln konechnoy amplitudy, Ak. Zhurn., 13, 3, 321-328 (1967).

[2] 8. AuGusryYNIAK, Propagation of eylindrical and spherical waves of finite amplitude
in ideal media (in Polish), Poznanskie Towarzystwo Przyjaciél Nauk, Wydz. Nauk. Techn.
Prace Kom. Nauk. Podst. i Stos., 2, 5, 3-24 (1965).

[3] D. T. BLACKSTOCK, On plane, spherical and eylindrical waves of finite amplitude
in lossless fluids, J. Acoust. Soc. Am., 36, 217-219 (1964).

[4] A. J. CampANELLA, Finile amplitude distortion of spherically diverging intense
sound waves in air, J. Acoust. Soc. Am., 67, 1, 6-14 (1980).

[5] P. A. Frost, E. Y. HARPER, Acoustic radiation from surfaces oscilating al large
amplilude and small Mach number, J. Acoust. Soe. Am., 58, 2, 318-325 (1975).

[6] J. H. GINSBERG, Multi-dimensional non-linear acoustic wave propagation. Part I:
An alternative to the method of characteristics, J. Sound. Vibr., 40, 3, 351-358 (1975).

[7] J. H. GINSBERG, A re-examination of the non-linear inleraction between an acoustic
Sfluid and flat plate undergoing harmonic excitation, J. Sound. Vibr., 60, 3, 449-458 (1978).

[8] J. H. GINSBERG, Propagation of nonlinear acoustic waves induced by a vibrating
cylinder. I. The two-dimensional case, J. Acoust. Soc. Am., 64, 6, 1671-1678 (1978).

[9] J. H. GINsBERG, Propagation of nonlinear acoustic waves induced by a vibraling
eylinder. I1. The three-dimensional case, J. Acoust. Soc. Am., 64, 6, 1679-1687 (1978).

[10] 8. G. KeLLy, A. H. NAYFEH, Non-linear propagation of directional spherical
waves, J. Sound. Vibr., 71, 1, 25-37 (1980).

[11] H. Lams, Hydrodynamics, 6-th ed., Camb. Univ. Press, New York 1945.

[12] J. C. Lockwoop, Two problems in high intensity sound, Univ. Texas Austin,
Appl. Res. Lab., ARL-TR-71-26 (1971).

[13] R. E. MEYER, Introduction to mathematical fluid dynamics, J. Wiley and Sons,
New York 1971.

[14] A. H. NayrEH, Perturbation methods, J. Wiley and Sons, New York 1973.

[15] A. H. Nayren, A. KLowick, A comparison of three perturbation methods for non-
linear hyperbolic waves, J. Sound. Vibr., 48, 2, 293-299 (1976).



SPHERICAL WAVE PROPAGATION i

[16] A. H. NayreH, S. G. KenLy, Nonlinear propagation of waves induced by an infinite
vibrating eylinder, The 8th International Symposium on Nonlinear Acoustics, Paris 1978.

[17] E. V. RoMaNENKO, Eksperimentalnoe issledovaniye raspostraneniya sfericheskikh
voln konechnoy amplitudy, Ak: Zhurn., 5, 1, 101-105 (1959).

[18] Cz. A. Roszrowski, Nonlinear propagation of spherical acoustic waves (in Pohsh),
Proc. XXVII OSA, Warszawa — Pulawy 1980.

[19] Cz. A. Roszrowskl, Analysis of nonlinear propagation of a spherical wave in an
ideal gas by perturbation methods (in Polish), Report No. 128/PRE-128/80 (doct. diss.), Insti-
tute of Telecommunication and Acoustics, Wroelaw Technical University, Wroclaw 1980.

Received on December 16, 1981; revised version on October 8, 1982.



ARCHIVES OF ACOUSTICS
8, 2, 113-118 (1983)

ULTRASONIC INVESTIGATIONS OF THE RELAXATION PROCESSES

0
RELATED TO THE PRESENCE OF THE GROUP —C< IN MOLECULES
NH

ZOFIA BARTYNOWSKA-MEUS, ADAM JUSZKIEWICZ

Institute of Chemistry, Jagiellonian University
(30-060 Cracow, ul. Karasia 3)

Measurements of the velocity and the absorption coefficient of ultrasound
were taken in monosubstituted amides as a function of temperature and frequen-
cy. It was found that a single relaxation process related to rotation of molecules
around the C —N bond occurs over the temperature and frequency range inve-
stigated. Termodynamic parameters which characterize the process observed
were determined.

1. Introduction

Measurements of the velocity and absorption of ultrasound as a function
of temperature and frequency are a valuable tool in the investigations of the
structure of the substance and permit the determination of the parameters
characteristic of the processes which occur in the given medium.

The aim of the present investigation is to determine the relaxation para-
meters characteristic of the process of hindered rotation in monosubstituted
amides. The investigations of dipole moments [1], dielectric constants [2],
infrared and Raman spectra [3] and NMR investigations [4-6] showed the
existence of two conformation states which occur as a result of hindered rota-
tion around the C—N bond.

The present paper is an attempt to explain the processes of ultrasonic
relaxation in this group of compounds on the basis of acoustic investigations
of amides with different length of hydrocarbon chains which ocecur within a mo-
lecule.

2 — Archives of Acoustics 2/83
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2. Experimental part

The absorption coefficient a/f* was determined on the basis of measurements
taken with a US-4 set and a high-frequency CSU-250 system. This equipment
permitted measurements of the absorption coefficient a/f? over the frequency
range 10-74 MHz. The velocity was measured using a pulse-phase UI-14 in-
terferometer.

The measurement method was deseribed in previous papers [7, 8]. N-
propylformamide, N-propylacetamide, N-propylpropionamide and N-butyl-
propionamide were used in the investigations. All these reagents were synthe-
gized by the authors.

3. Results and conclusions

As an example, Fig. 1 shows the dependence of a/f? on frequency (at 50°C)
for N-propylacetamide, N-propylpropionamide and N-butylpropionamide.

a/f 4
«10"
[s%eni'l
300 K \ SODC
N
--.__\\p
—~
200 ==«
N- butylpropionamide
N-propylpropionaride
N- propylacetamide
100 r
1 il 1 L 1

L 1 e
10 20 ~ 30 40 506070 flMHz]

TFig. 1. The dependence of a/f2 on logf (temp. 50°C) for N-butylpropionamide, N-propyl-
propionamide and N-propylacetamide

In the compounds under investigation, except N-propylformamide, there
occurs a relaxation process which is characterized by a single relaxation time.
In the case of N-propylformamide no dispersion of the absorption coefficient
was observed over the whole frequency and temperature range. For the other
substances the dependence of the absorption coefficient «/f* on frequency is
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given by the relaxation equation

A
Y] =R it N 1)
- T
where A is the relaxation parameter depending on the equilibrium characteri-
stic and B represents the contribution of the classical absorption and other
relaxation processes with characteristic frequency much greater than f,.
On the bagis of the expression

# = (a[f*—B)fe,, (2)
the values of the coefficients a/f? served to determine the excess absorption
coefficients u per wavelength. ¢, is the sound velocity for low frequencies at
which no dispersion is observed. Fig. 2 shows the dependence of x4 on frequency
at a temperature of 50°C. Tables 1-3 give the values of the velocity ¢, the
coefficients 4, B and p and the relaxation frequency f..

7} I
x10°
50°c
/’
/ /
7
/
/
/
01 +
’
~
V4 :
/s
7
N- propyipropionamide
005 N- butylpropionamide
N-propylacetamide
1 1 1 1 1 1 4 -
10 20 30 40 50 6070 fIMHz]

Fig. 2. The dependence of the excess absorption coefficient x on log f (temp. 50°C) for N-
butylpropionamide, N-propylpropionamide and N-propylacetamide

Table 1. The values of the relaxation parameters for N-propyl-

acetamide

/4 fe ke 108 4-1017 B-10"7 ¢y 105
[°C] | [MHz] Gt [em2.5-1] | [em2-8-1] | [em-.s-1]
40 11 0.66 87 173 1.388
50 12 0.92 117 122 1.305
60 18 0.80 69 110 1.275
70 22 0.84 62 84 1.240
80 30 0.89 49 - 72 1.205
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Table 2. The values of the relaxation parameters for N-propyl-

propionamide
T L s | A-1017 B-1017 ¢y 10°
.10 0
[°C] | [MHz] s [em®.8~1] | [em?.s-1] [em.s-1]
40 10 i 1.129 170 : 184 1.330
50 13 | 1.283 153 | 148 1.290
60 21 ; 1.402 106 126 1.260
70 25 | 1.345 88 95 1.220
80 39 1.301 56 86 1.185
90 42 1.601 67 73 | 1.150

Table 3. The values of the relaxation parameters for N-butyl-

propionamide
ik s g 108 A-10Y B.10Y ¢y 10°
e [IMEg] [em2.8-17| [em?-s-1]| [em-.s-1]
50 16 0.106 103 180 1.286
60 20 0.164 130 135 1.254
70 23 0.201 142 |~ 168 1 1.224
80 32 0.265 139 80 1192
90 36 0.316 1517 60 L 1.160

Comparison of the data in Tables 1 and 2 shows a tendency of the relaxa-
tion frequency to increase with inereasing length of the alkyl chain originating
from the amide part of the compound. A similar relation can be observed in
comparison of the relaxation frequencies of N-propylacetamide and N-butyl- -
propionamide with each other. The lengthening of the alkyl chain coming
from the amine does not introduce any essential changes into the values of
the relaxation frequencies, which can be seen when comparing these values
for N-propylpropionamide and N-butylpropionamide.

The ultrasonie relaxation in monosubstituted amides results from limited
rotation around the C—N bond. The results of the hitherto investigations
have shown that the trans form (I) is the more favoured one of the two possi-
bilities.

R, H - *
S et b S
C-N C-N
0 oo, A s
0 R, : 0 H
trans (1) cis (II)

Changes in the enthalpy AH for this type of conformation transformation
can be illustrated with a diagram.
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The value of the energy barrier AH; which a molecule has to overcome
in its transition from a state of higher energy to the primary state and the
values of the enthalpy difference AH, were determined for all the compounds
investigated. Table 4 gives the values of AH;, AH, and AH{ = AH; -+ AH,,.

R

Do Nt

¥ i
R, HR . H

enthalpy

1 1 | | ]
60 120 180 240 300

rotation angle around C-N bond

Fig. 3. The energy diagram of rotational isomers for monosubstitud amides

Table 4. The values of AHF}, AH, and AH;
for N-propylacetamide, N-propylpropionami-
de and N-butylpropionamide

AH, | AHF | ABF

N-propylacetamide 3.3 .| 6.1 8.4
N-propylpropionamide 38 [0 62 100
N-butylpropionamide 82 | 42 [ 124

AH; takes its lowest value for N-butylpropionamide. This is caused by
the relatively large volumes of alkyl groups, which causes an increase in sterie
interaction between the alkyl substituent at nitrogen and the alkyl substituent
which comes from the amide. The durability of the cis configuration decreases,
and accordingly there is an decrease in the value of the energy AH; . The result
of this is the parallel increase in the value of the enthalpy difference 4H, between
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forms I and II. The enthalpy difference AH, increases as the sums R, and R,
increase, which indicates that the trams form stabilizes as the alkyl groups
enlarge.

The NMR investigations [4] exclude the existence of the cis configuration
in amides, allowing the presence of this conformer only in formamides (B, = H).
This is justified by the existence of steric barriers. The existence of another
factor stabilizing this conformation is also admitted, in the form of a weak
hydrogen bond between the group E, and the proton which occurs at nitrogen
[9]. According to other authors, the factor which is responsible for maintaining
the molecule mainly in the trans form, even when R, = H, is the possibility
of association of amides into linear polymers with hydrogen bonds. This process
is favoured in terms of energy when the bonds C—O and N —H occur in the
trans configuration [4].

Comparison of the results given in Table 4 indicates that AH, takes its
highest value for N-propylpropionamide, a compound with a symmetrical
structure.
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This paper presents the results of the second stage of investigations aimed at
the development of an effective method for predicting noise levels in accomo-
dations in the superstructure of shipg. The present procedure is based on a sta-
tistical model of multiple regression and uses standard results of noise measu-
rements on board ships. It permits prediction of noise levels in 6 octave bands
over the frequency range 63-2000 Hz, with an accuracy comparable to those
of the equivalent foreign methods.

1. Introduction

Noise, which is one of the most annoying factors affecting the life and
work of crews on board ships, is an inevitable phenomenon. The activity of
man concentrates therefore on the development of methods for acceptable
its harmful effect. Because of the necessity of providing the crew with correct
conditions of rest after work, this applies particularly to accomodations in
the superstructure. The elimination cf excess noise levels is secured by the
consideration of the acoustical aspect at the early stage of the ship design.

In view of its simplicity, the method presented in [6] for predicting
A-weighted noise levels can be used already at the preliminary stage of the
ship design. Its efficient application can provide a valuable tool for the designer
in arranging accomodations in the superstructure of a ship. The case may arise
when for some reasons (functional requirements, rules of classification institu-
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tions ete.) some accomodations are located in the regions where the predicted
A-weighted noise level exceeds the permissible value. In such cases it is nece-
ssary to undertake some technical means of noise control, which consist in

— reduction of the noise transmitted by the source to the structure (e.g. by
the use of elastic mountings);

— decrease of the noise level in accomodations by insulation (e.g. floating
floors).

The design of noise reduction means requires the knowledge of its fre-
quency characteristic in a given accomodation. The results of octave bands noise
prediction over the frequency range 31.5-8 kHz are commonly used for this
purpose [5, 8]. Thus, the present paper gives an extension and modification
of the method presented in paper [6], in order to permit such prediction in
accomodations in the superstructures of ships.

2. Modification of the calculation algorithm

The model of multiple regression according to which the calculations
were made was presented in [6, 7]. The assumptions of this model and the
manner of estimation of its parameters remained unachanged, with one excep-
tion. It is now assumed that the values of the dependent variable observed
are implementations of the (n xm) — dimensional random matrix ¥ (whereas
previously ¥ was a n-element random vector), where » is the number of mea-
surements and m is the number of octave bands at which noise levels were
measured. On the basis of the results obtained, it was found that

1. The procedure of matrix inversion used in [6], which was based on the
traditional Gauss algorithm, proved to be numerically unstable with a consi-
derable increase in the column dimension of the matrix X. A numerically un-
stable algorithm does not assure that a solution can be achieved with error
at the level of the inevitable error which results from the approximate repre-
sentation of data in a computer. It most often involves large relative errors
which prevent the use of the calculated results in practice.

2. For all the octave bands different systems of parameters have an essen-
tial effect on the noise level. In the course of calculations it is therefore nece-
ssary to change continuously the dimension of the matrix .Y in relation to the
elimination of variables not essential for a given octave. The traditional Gauss
algorithm prevents efficient performance of this operation.

3. The expansion of the set of explanatory variables brought the large
probability of there being a linear or close to linear relationship among them.
With a limited accuracy of computer caleulations, this can prevent the satisfac-
tion of the basic condition required by the standard procedures for the solution
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of systems of linear equations (such being the Gauss method), i.e. a full column
order of the matrix of the coefficients of a system of equations.

In view of the problems given above, the method for noise level prediction
in octave bands was based on a standard model of multiple linear regression,
with, however, some essential modifications to the algorithm given in [6].
The most important of these modifications is the use of the Gauss-Jordan algo-
rithm to solve a system of normal equations.

The modified Gauss-Jordan algorithm was developed by EFFROYMSON
and BEAL in the 1960s. In the present paper the authors have used the procedure
given by BARTKOWIAK in [1, 2]. This algorithm offers the following possibi-
lities, which are particularly convenient in regression analysis,

1. Direct estimation of the coefficient of multiple correlation, on the
basis of which it is possible to conclude about the quality of the approximation
of the variable Y by the calculated regression equation.

2. Successive introduction of dependent variables into the regression
set.

3. When the diagonal element of the matrix of the coefficients of a system
of normal equations which corresponds to the variable to be introduced into
the regression set is close to zero, this signifies that this variable is an almost
linear function of the variables which are already in the regression sef. Such
a variable is automatically neglected by the algorithm, since it does not bring
any new information about the dependent variable Y, and its introduction
into the set would prevent the matrix of the coefficients of the system of normal
equations from being positively defined.

The programme for the calculations of octave spectrum prediction was
written in Fortran 1900 and introduced into an Odra 1325 computer. In view
of the required capacity of the operational memory, of the order of 30 £k words,
the calculations were made on an Odra 1305 computer. The range of the cal-
culations included

— estimation of the coefficients of regression equations,

— estimation of the coefficient of multiple correlation,

— evaluation of the coefficients of the regression equation,

— verification of the results obtained.

3. Data for calculations — selection of explanatory variables

Table 1 shows chosen results of measurements taken in 400 accomodations
in 25 ships of different types and size. The differences Ly Ly, in parti-
cular octave bands take values of the order of 40 dB. It can be stated that the
permissible values defined by the eurve N55 are most often exceeded for octave
bands with centre frequencies from 63 Hz to 2 kHz, sometimes even reaching
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values of more than 20 dB. The considerations below are concerned with the
frequency range given above.

Tabhle 1. Selected results of noise measurements in 400

accomodations

Centre frequency Noise level Num er of acco-
of octave band [dB] modations with
[Hz] permissible level
Lin | Imax| Laop| ZLaop exceeded

31.6 66 99 93 8

63 62 93 79 80

125 51 94 0 95

250 45 80 63 103

500 ; 40 76 58 116

1000 32 67 556 80

2000 26 65 52 44

4000 22 58 50 20

8000 18 | 54 | 49 4

A-weighted noise 46 77 60 128

level
Lyop — permissible level

The calculations aimed at the generation of regression equations and their
verification were made with the results of noise level measurements in 6 octave
bands for 422 accomodations in 20 ships. Table 2 gives the basic data for these
ships. The measurements were taken according to the standard ISO 2923 —
Acoustics Measurement of Noise on Board Vessels. Sound level meters complying
with the requirements of the International Electronical Commission IEC 179,
equipped with octave or 1/3 octave filters satisfying the requirements of TEC
225, were used in the measurements. All the available observations were divi-
ded into two sets: one used for the estimation of the parameters of the model
and the other destined for prediction on the basis of the estimated regression
equations with the view to their verification. Table 2 shows this
division.

One line of the matrix X of observations made on the independent varia-
bles corresponds to each line of the matrix of observations made on the de-
pendent variable ¥ (values of noise levels measured in 6 octave bands). Selec-
tion of the explanatory variables took into account the significance of their
effect on the noise level and their availability at the early stage of the ship
design. On the basis of the prediction methods known from the literature [3-5, 8]
and analysis of the results of noise measurements on ships, five groups of para-
meters affecting the noise level in the superstructure were distinguished. These
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Table 2. Characteristics of the ships whose data were used in the calculations

i Main engine Revolu- Woainhis
N # revolu- tions of 3
No \ Ship type Deadweight | POV tiU;: generating ;:}i;;ﬁlt Purpose
set .
TOW | kW] | [mia2] | [min3y | PO
e | ‘T bulk
| carrier 37840 8824 115 750 46
2 | bulk
| earrier 9810 3434 800 1800 23
3 | bulk
carrier 32000 8832 122 750 20
4 | bulk
carrier 5735 2502 242 1500 22
5 | bulk
carrier 14180 5446 155 750 29
6 | bulk
carrier 25500 7066 199 750 38 1 g
7 | bulk estimation
carrier 3610 1656 225 500 12 of para-
s | bulk meters.of
carrier 14036 5888 150 750 17 ol
model
9 | general
cargo ship 11760 5299 139 500 13
10 | general
| cargo ship 7490 3270 430 1000 14
11 | general
cargo ship 7350 5299 135 500 22
12 | semi con-
tainer
ship 12000 12806 jo8 720 13
13 | semi con-
| tainer
ship 16000 17075 122 720 5
14 | con-ro 22000 21344 122 750 28
: bty
15 | bulk ;
earrier 23785 7066 119 500 13 verifica-
16 | bulk ; tion of
carrier 52020 10739 134 750 10 regression
17 | bulk equations
carrier 39900 8832 122 720 28 derived
18 | general
cargo ship 14000 7618 120 720 15
19 | general
cargo ship 11630 5888 1356 500 5
20 | semi con-
f tainer
ship 17000 17060 122 750 49
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groups are related to the characteristics of:

— the main engine,

— the generating set,

— the screw propeller,

— the sound propagation paths in the superstructure,

— other technical and operational parameters of the ship.

As a result of the optimization (in a statistical sense) of the sought regression
relation, the following set of explanatory variables was established,

x,, — the rated power of the main engine [KW],

#;; — the rated revolutions of the main engine [min-1],

¥ — the ratio of the operational revolutions to the rated ones,

#; — the producer of the ship (each shipyard uses some characteristie
designs which are based on experience and result to a large extent from the
availability of technical means and a general technological level),

x;; — the rated revolutions of the generating set [min-1],

@;; — the shape of the stern part of the hull (the distances between the
top of the propeller blade and the shell plating over the propeller are signi-
ficant acoustically),

Ty; — the distance between the centre of the accomodation and the edge
of the generating set, defined by the number of frames,

T — the position of the generating set in terms of height, defined by
the successive number of the deck or platform from the inner bottom up,

#; — the kind of mounting of the generating set (rigid or elastic),

#;;9 — the blade frequency of the propeller (the product of the rotation
frequency of the shaft and the number of propeller blades),

#;;; — the Froud number, F = V/(¢L)'?, which is the relative speed
of the ship, where V is the speed of the ship [m/s], ¢ is the acceleration of gra-
vity [m/s*] and L is the length of the ship [m],

;2 — the distance between the centre of the accomodation and the
edge of the main engine, defined by the number of frames,

*;3 — the position of the accomodation along the axis of the ship, defi-
ned by the number of the frame on which the centre of the accomodation
is,

T;;4 — the position of the accomodation in terms of height, defined by
the successive number of the deck or platform from the inner bottom up,

#;5 — the position of the accomodation with respect to the casing (four
positions were distinguished: adjacent to the casing, separated from the casing
by a corridor, separated from the casing by another accomodation, outside
the area of the casing),

#; — the position of the accomodation with respect to other accomoda-
tions (three positions were distinguished: direct vicinity to an accomodation
with a noise source, vicinity to a workshop or store, position over another
accomodation),
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@, — the correction coefficient accounting for the nonlinearity of the
damping characteristic of structure-borne sound in terms of height, where
©=1,2,...,n is the number of observations.

Some of the above variables define the properties which cannot be measu-
red. For these a digital coding system was assumed, with the principle that
the values of the independent variables encoded must be in direct proportion
to the corresponding values of the dependent variable.

4. Discussion of the calculated resulis
The parameters of the model were estimated on the basis of the results

of the noise measurements on ships whose data are given in Table 2. The fo-
llowing linear-logarithmic form of the regression relation was assumed,

17
Yi =Zbﬁdﬁ+bm (i =1,2,..,6), (1)
j=1
where y; is the noise level in the ith octave band [dB], b; are the regression
coefficients (i =1,2,...,6;j =0,1,...,17), d; are the parameters affecting
the noise in the accomodation (¢ =1,2,...,6; j=1,2,...,17), where
@y for j = 3,4,6,7,8,9,10,11, 12, 14,15, 16, 17,
Y |logz; forj =1,2,5,13; i =1,2, ..., 6.

In order to check the validity of the present model, the coefficients of
multipl e correlation were estimated for particular octave bands. The estimated
results, given in Table 3, confirm the correctness of the set of explanatory

Table 3. The values of the coefficients of multiple correlation

Centre frequency of octave 63 125 250 500 1000 2000
band [Hz]
Value of coefficient of multiple
correlation 0.783 0.843 0.828 0.840 0.850 0.837

variables and forms of the regression relation assumed here. In turn, Table 4
shows an evaluation of the significance of the estimated coefficients of regression
equations. Statistical conclusions were drawn at the significance level a = 0.1.
When it was found that the regression coefficient under investigation is not
different from zero at the significance level a assumed, the corresponding varia-
ble was eliminated from the regression set. Such a procedure optimizes the
final solution. In most cases the significance of particular explanatory variables
depend s on the octave band. This is a result of the physical nature of the gene-
ration and propagation of noise on board a ship.
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Table 4. The results of the significance test of the coeffi-
cients of the regression equations

Number of Centre frequency of octave
regression band [Hz]

coefficient | 125 | 250 | 500 | 1000 | 2000
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The most significant test of the usefulness of the regression equations
derived is the verification of the predictions calculated from these equations,
by comparing them with the measured results. Such a comparison was perfor-
med for 120 accomodations of 6 ships whose data are given in Table 2. Table 5
shows, for particular octave bands, the parameters of the distribution of the
differences obtained between the calculated and measured levels. The low mean

Table 5. The parameters of the distribution of the differen-
ces between the' caleulated and measured noise levels for
120 accomodations

Parameter of Centre frequency of octave
difference band [Hz]
distribution 63 | 125 [ 250 | 500 1 1000 | 2000
mean value —18] 01|13 | 12| 17| 84
standard
deviation 4.0 | 4.0 ‘ 2.8 ! 3.9 ’ 4.1 ‘ 5.4

values for the bands over the range 63-1000 Hz indicate the lack of an essential
trend in these octaves. Only in the octave band of 2000 Hz it is possible to notice
a distinet trend for the method to exaggerate the prediction results. However,
it can readily be seen in Table 1 that in this band the permissible noise level is
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rarely exceeded. The standard deviations given in Table 5 can be taken as some
additi onal measure of the accuracy of the method, which indicates the scatter
of the magnitude of the differences about their mean value. In the next section
this accuracy is examined in greater detail.

5. Evaluation of the accuracy of the present prediction method

Among the many papers on the prediction of noise levels in octave bands
(e.g. [3-5, 8]), none contains a full algorithm permitting a direct use of the met-
hods described in them. In all cases, apart from the basic principles of the
construction of the model used and a general description of its solution, these
publications contain information on the accuracy of the prediction results
obtained. Table 6 gives the parameters of the distributions of the differences
bet ween the calculated and meagured levels, for three methods: of KINLMAN

Table 7. The distribution of the magnitude of
error in predicted noize levels for 120 acco-
modations

Probability of error

Range
of error centre frequency of octave
[dB] band [Hz]

63 | 125 | 250 | 500 | 1000 | 2000

42 | 039046/ 0.40 \ 0.32 | 0.28 | 0.27
+4 |o061! 073 0.80!0.63]|0.67]|0.47
6 | 0.85 | 0.82 | 0.97 | 0.85 | 0.82 | 0.62
18 | 094 0.94 1.00| 0.99 | 0.92 | 0.75
£10 | 1.00 | 0.99 | 1.00 | 1.00 | 0.99 | 0.88
+12 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.93

and PLuNT [4], BUITEN [3] and the one used here. In view of the small number
of samples used to verify the first method, its results have only an illustrative
character. Of BUITEN’s method it can be said that it shows hardly any trend
(the mean values being close to zero) but rather large standard deviations,
which cause prediction error of the order of --4-10 dB in the 95 per cent con-
fidence interval [3]. It can be seen from the data in Table 6 that the present
method does not differ greatly in terms of accuracy from the other equivalent
methods used at present for prediction of noise levels in octave bands.

The present prediction method permits an evaluation of its error ex ante,
i.e. when the prediction is performed. The standard prediction errors estimated
in the course of calculations vary between 3 and 4.5°dB for all octave bands.
This assures a prediction accuracy of the order of +6-8 dB in the 95 per cent
confidence interval. This is confirmed by Table 7 which shows the probability
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of error occurring in particular intervals, calculated from the results of the
verification of the present method which were discussed previously (Table 5).
The fact that there may be some parameters which can essentially affect the
noise level and which are not accounted for in the present model, should be
given as the most probable cause of error in the present method. This is also
the main explanation given by other authors for inaccuracies in their methods
[3::45 8]

6. Conclusions

1. The method for prediction of octave spectra presented here and the
method for A-weighted noise level prediction published previously [6] are
based on a methodological approach which is different from those followed
previously in the development of methods for noise level prediction. The
present approach consists in omitting the stage of complicated and expen-
sive laboratory research carried out on physical models and in concentrating
on a deeper statistical analysis of standard measurement results. The results
obtained to date confirm the validity of this direction of research.

2. The present method for octave spectrum prediction is efficient, which
was shown in the course of verification. The results obtained using the regression
prediction of noise levels are comparable to those of equivalent foreign methods.

3. The regression prediction is quite simple in application, since it involves
one calculation step, whereas the foreign methods mentioned abcve require
at least several steps.

4. None of the published foreign methods can be used directly. The re-
levant algorithms are unknown outside the research centres where they have
been developed and their use by Polish shipyard has always the character of
an expensive service.

5. The present method, as all empirical ones, requires continuous updating
and supplementing of the set of meagurement data from which the relevant
regression equations are generated.

6. The accuracy of the present method will be increased and its small
permanent trend eliminated in the next stage of the authors’ investigations.
It will be possible to attain this end when the set of independent variables
has been extended and there are more measurement data.
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A signal processing technique based on the use of crosscorrelation fune-
tions is proposed for the analysis of the auditory evoked brainstem response
(ABR). Detection of a response as well as estimation of its position along the
time axis (group latency) are shown to be significantly improved after correla-
tion analysis. Results indicate that the method may be applied to systematical
investigations of the responses measured — with surface electrodes on the
scalp — at extremely low intensity levels.

1. Introduction

Analysis of short latency auditory evoked responses (whole-nerve Action
Potential and auditory evoked brainstem response, or ABR) generated at
medium to low intensity levels is of particular interest for several reasoms.
First, at the lowest intensities, the frequency specific mechanisms active at
cochlear levels, as those observed in the frequency threshold eurves [11, 8]
are such that the short latency responses originate mainly from the cochlear
regions tuned to the peak(s) of the stimulus spectrum [2, 3, 13, 14, 10, 1]. At
medium to low intensities, the region excited by the stimulus widens and con-
sequently the frequency — or “place” — specificity is progressively lost. The
“place” specificity of low intensity responses has been proposed for use in extrae-
ting information on the peripheral hearing at specific frequencies [4, 17]. Secon-
dly, despite the fact that the literature accumulated on the early evoked res-
ponses during the last decade is very rich, many aspects concerned with the
analysis of responses evoked at very low intensity levels are still uncovered.
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Thirdly, at medium to high intensities, in a variety of hearing losses, the res-
ponse waveshapes and latencies tend to approximate the normative standards
[6]. On the other hand, interpretation of the recordings at medium to low
intensities is difficult because the signal-to-noise ratio is poor; at intensities
of 30-20 dB SL the detection of a response and the identification of its compo-
nents may be impossible, in particular for the ABE.

The aim of the present paper is twofold: 1) we want to show how and
to what extent the use of a signal processing technique (crosscorrelation ana-
lysis) may improve the response detection in a given set of recordings, and 2)
we present evidence for the constant presence of an ABR at intensity levels
a8 low as 0-10 dB re the subjeet’s threshold sensation level for the same stimu-
Ius. We shall confine our study to the ABR measured with electrodes on the
scalp, in humans.

Some preliminar results have been presented elsewhere [9]. The use of
crosscorrelation techniques for the analysis of evoked potentials from the
cortex was introduced by Woony [16] and McGiLLEM and AUNON [12] and
by RoSENHAMER [15] and ELBERLING [7] for the ABRE.

2. Methods

The proposed procedure

The regular and monotonic changes of amplitudes and latencies of the
ABRs over the intensity range suggest that the response evoked at a given
stimulus intensity I,, s,(f), may be used to predict the presence of a signal
and its time location (group latency) in a recording obtained at an intensty
I,, s,(1). Tt can be assumed that I, < I,. A first approximation model of the
response s,(f) is therefore given by

8, (1) as, (t—7). (1)

This expression means that s,(f) may be considered as a shifted version
of s,(t), the relative time delay being z, apart from a scale factor. Expression
(1) is a reasonable approximation of the real situation at least as far as I, and
I, are close together.

Then, evaluation of the crosscorrelation function between s,(f) and s,(t)
will provide information on the presence of a response at the lower intensity
I, and on its relative time delay. As it will be shown in the next sections, the
results of correlation analysis do confirm a posteriori the assumptions above.

Recording and processing procedures

The responses were recorded with Ag—AgCl disk electrodes pasted on
the ipsilateral ( -+) and contralateral ( —) mastoid, with the forehead as ground.
Rarefaction rectangular pulses (100 us duration) were delivered through TDH-49
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earphones, with MX-41/AR cushions, at a rate of 11/s, at levels ranging from
120 to 20 dB (peak equivalent at 3kHz) SPL, in 5 or, more frequently, 10 dB
steps. The subjects were lying comfortable on a bed in a quiet room. Responses
were sampled over a time window of 10 ms (512 sampled data points); filters
were set at 200-2000 Hz (24 dB/oct). Recordings were averaged over 2048
sweeps and stored on floppy disks for offline processing. Stimulus generation,
data acquisition and processing were under the control of a (Fortran program-
mable) Amplaid MK 6 system. Before the beginning of the recording session,
the subjects (all trained normal hearing listernes involved in the Biomedical
Engineering Program at the Polytechnic of Milan) were asked to make by
themselves the determination of the threshold sensation level, by entering
the stimulus intensity from the computer keyboard. Typical values were in
the range of 35-40 dB p.e. SPL.

Offline processing of the signals included:

I. demean of the record;

II. tapering with a cosine window over 75 points, at the beginning and
at the end of each record;

II1. zero-phase shift bandpass digital filtering; bandpass of 100-2000
Hz or 150-2000 Hz (24 dB/oct) has been most commonly used;

IV. normalization in amplitude according to the rms value.

Crosscorrelation functions are then computed for the entire sequence of
responses, in 10 dB steps, from the highest to the lowest intensity levels, res-
pectively.

3. Results

A complete set of ABRs measured over a range of 100 dB is illustrated
in Fig. 1a. Tt can be seen that the responses evoked at stimulus levels below
approximately 70-60 dB p.e. SPL are hardly discernible. Fig. 1b and ¢ illustrate
the results obtained after application of the procedure above to the original
recordings.

Interpretation of the crosscorrelation functions (c.e. f.) requires some
comments. First of all it is noted that strong periodical components are present
in the c.c.f.s over the whole intensity range — a reflection of the quasi-periodical
time course of the ABRs as a result of our recording technique. It is noted
also that the waveshapes of the c.c.f.s are remarkably constant, apart from
a delay reflecting the response (group) latencies. Removal of the low frequency
components (<< 150 : 200 Hz, see Methods) from the original recordings emp-
hasizes the periodicities in the ABRs and, consequently, in the c.c.f.s. We have
deliberatedly chosen the mastoid-mastoid electrode derivation to the same
purpose; in fact, with a vertex-mastoid or earlobe-vertex derivation, the c.c.f.s
have a rather broad single-peaked waveshape, as a consequence of the relative
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dominance of wave V. By use of the present recording and processing procedures
the similarities observed in the c.c.f.s are more easily observed over the whole
intensity range. j

It is seen from Fig. le that the values of the maximum correlation (F,..)
are approximately a slowly decreasing function of the intensity level (see also
Fig. 2 to be discussed later). This is due to the decrease of the signal-to-noise
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Fig. 2. Intensity dependence of Ryax (top graph) and of the cumulative latency (bottom
graph) from five subjects

the results of the correlation analysis of subject 1 are those reported in Fig. 1; the data points of subject 2 at
30-20 dB p.e. SPL have been disregarded since Rmax was below 20 %. Threshold sensation levels were 37,35, 40,37 _
and 35 dB, p.e. SPL for subjects 1, 2, 3, 4 and 5, respectively

ratio with the decrease of the intensity as well as to some subtle changes of
the ABR waveforms. However, the maximum correlation is still as high as
63 and 449, at 50-40 and 40-30 dB p.e. SPL, whereas the threshold sensation
level of the subject was 37 dB p.e. SPL.

Results as those illustrated in Figure 1 are typical for all the recordings
analysed with the present procedure. Fig. 2 resumes the results of the correla-
tion analysis for five subjects, in the form of R, ,. and of time delays. The top
graph of Fig. 2 shows that, for intensity levels of 40-30 and 30-20 dB p.e. SPL,
B, is still high. With 10 dB steps between the input levels and with a time
window of 10 ms, R, falls abruptely at the lowest intensities. Data concer-
ning the relative time delays have been processed as follows: a “cumulative
lateney” has been calculated, for each subject, by summing the values of 7.,
from the e.c.f.s, step by step, orderly from the higest to the lowest intensities.
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The results, from the same five subjects are shown in the bottom graph of
Fig. 2; as expected, the cumulative latency increases regularly and monotoni-
cally as the intensity is decreased.

4. Conclusions

A method based on the use of correlation techniques has been applied to
the analysis of 4 BRs. Detection of a response and determination of its relative
time delay and, consequently, identification of the response components are
shown to be significantly improved. The method seems well suited also for the
analysis of other evoked responses, provided that the signal waveshapes vary
in a smooth and regular fashion over the intensity range.
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This paper presents the preliminary results of experiments on the possi-
bility of using methods based on the mutual masking of signals compared,
in auditory evaluation. An attempt was made to objectivize the measure of the
similarity of the signals, or the transmission channel quality, and to evaluate
the degree of differentiation of objects investigated on an equivalent physical
gcale. In the preliminary experiments a number of experimental procedures
were examined, two of which, characterized by the relatively highest differen-
tiation sensitivity, underwent more detailed evaluation. The results indicated
the possibility of objectivizing the measure of the transmission cireuit quality
in the range of frequency response variation over a third-octave,

1. Introduction

The ultimate criterion of quality (usefulness) of devices for broadly un-
derstood sound generation and transmission is auditory evaluation of sound
signals generated or transmitted by these devices. This evaluation can also
extend to the sound signals themselves, considered apart from the forming
devices used. This can occur, for example, in the evaluation of the naturalness
of sound effects or the efficience of the performance of different warning signal
types.

The purpose of both the evaluation of sound signals themselves (direct
auditory evaluation) and the evaluation of sound generation and transmission
devices (indirect auditory evaluation) which is based on the former, may be
to determine the degree of mutual similarity between objects evaluated and
the degree to which one of the objects dominates over the other. In such cases
the basic kinds of auditory evaluation are differentiation and classification
of evaluated objects, respectively. A discussion of the applications of the two
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kinds of evaluation and a review of the different forms of auditory evalnation:
in practice is given by LETOWSKI in paper [3].

The basic disadvantage of the above two kinds of auditory evaluation
is the lack of a stable and unambiguously defined general measure of the quality
(similarity) of objects which would permit the reliable reference of the results.
of different auditory experiments to one another and unambiguous determi-
nation of the degree of differentiation between given evaluated objects. Although
the categorization of evaluated objects on interval scales characterized by the
patterns (anchors) of some selected categories permits the comparison of the
results of different (independent) auditory experiments, it is, however, a very
imprecise tool and covers a rather limited range of practical application. A grea-
ter opportunity for the evaluation of objects is provided by the anchored abso-
lute (ratio) seales, but in the case of evaluating most sensations and emotions
the use of scales of this type raises justifield objections [6, 7].

In view of this situation, for some time attempts have been made to use
in the field of auditory evaluation the procedures of differentiation and classi-
fication of objects, with a simultaneous representation of the results on some
different types of equivalent substitute continua. They can be abstract (the
auxiliary scale of evaluation reliability degrees), graphic (a linear distance scale)
or expressed in physical units. Attempts have also been made to use for this:
purpose the procedures of cross modality scaling introduced into experimental
psychology by STEVENS [9].

MunsonN and KARLIN [4] were the first to develop, in 1962, an equivalent
quality scale of physical character in the field of auditory impressions. In their
investigations of the evaluation of devices for speech transmission they intro-
duced as the “objective” measure of the quality difference between two speech
signals the difference in the sound intensity level (dB) between them which
is necessary for the achievement of the same subjective quality of the two
sounds. The paired comparison method was used as the sealing procedure.
The signal at the output of the transmission channel investigated is compared
with the original (input) signal masked by some additional random noise level.
The difference between the levels of the output and input signals which were
recognized as qualitatively equal with a specific random noise level interfering
with the input signal is recognized as the measure of the quality of a given
transmission channel. This method was later developed, among others, by
ROTHAUSER et al. [8] and NAKATANI and Duxes [5].

Another method of physical equivalent scales which has been proposed
for description of (electroacoustic) transmission channels consists in a control-
led introduction of a given type of deformation into the input signal. The
measure of the quality of the transmission channel is the degree of deformation
which can be introduced into the input signal without causing a noticeable
change in the output signal. Such qualitative scales were used by BorpoNg-
SACERDOTE and MoDENA [1] and KuLeszA [2], for example.
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The aim of this paper is to investigate the possibility of using in the field
of auditory evaluation methods based on the mutual interference (masking)
between signals compared with each other and to evaluate the degree of diffe-
rentiation between objects investigated on a corresponding physical equivalent
scale. The methods proposed are based on the assumption that the sound in-
tensity level of the reference signal X, or some additional stimulus M, which
is necessary for a given perception threshold of the signal ¥ evaluated to be
achieved, can be the “objectivized” measure of the similarity of the signal ¥
to the signal X, or the measure of the quality of the transmission channel under
study.

2. General characteristic of the investigations

The previous experience of the authors in the field of auditory evaluation
and investigations in the fundamentals of hearing led to the hypothesis that
the hearing threshold for a given signal under given conditions of simultaneous
or succesive masking can be the measure of the deviation of this signal from
some “norm” (reference signal) assumed. In order to verify this hypothesis
five experimental procedures based on the use of the masking effect were in-
vestigated. These procedures were named in the following way:

a. the method of alternative sequences I,

b. the method of alternative sequences IT,

¢. the method of alternative sequences III, '

d. the pulsation method

e. the method of succesive masking.

The time paradigms of the particular procedures are shown schematically
in Fig. 1.

The method of alternative sequences I consists in the presentation, against
a continuous reference signal, of a sequence of pulses of a signal to be compared.
The listeners’ task is to find such a low level of the compared signal, or such
a high level of the reference signal, at which a characteristic pulsation (modu-
lation) of the resultant signal oceurs. The measure of similarity between X and Y
is the difference in level which oceurs between these signals for the controlled
signal level defined -by the listener.

The method of alternative sequences 11 consists in the presentation, against
a given continuous masking signal, of alternating sequences of equal-level
pulses of the reference and comparative signals. The listeners’ task is to select
such a low level of the masking signal at which the difference between the
sequences of the pulses becomes inaudible. The measure of similarity between
the signals X and Y is the minimum level of the signal M defined by the listener
according to the present instruction.

The method of alternative sequences III consists in the alternating presen-
tation, against pulses of the masking signals, of pulses of the reference or com-
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parative signals. The listeners’ task is to find such a high level of the masking
signal at which differences between the pulses begin to be audible. The measure
of similarity between the signals X and Y is the level of the masking signal,
defined by the listener, with a constant level of the reference and comparative
signals.

200ms 200ms 200ms 200ms  200ms

200ms 200ms 200ms 200ms 200ms

200ms 200ms 200ms 200ms 200ms

200ms 50ms 400ms 200ms 50ms

Fig. 1. Time paradigms of the measurement procedures: a. method of alternative sequences I,
b. method of alternative sequences II, ¢. method of alternative sequences III, d. pulsation
method, e. method of successive masking

The pulsation method consists in the alternative presentation of pulses
of the reference signal X and the comparative signal Y. The listener’s task
is to adjust the level of the signal ¥ so as to obtain the sensation of continuity
of this signal against the background of pulses of the signal X. The measure
of difference between the signals X and Y is the difference between their levels
when the pulsation threshold occurs.
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The method of succesive masking consists in the presentation of sequences
of pulses of the reference signal X, followed by short pulses of the comparative
signal Y. The listener increases the level of the signal Y until pulses of this
signal begin to be audible when a pulse of the signal X ends. The subjective
measure of difference between the two signals is the difference between the
levels of the signals X and Y selected for the above purpose by the listener.

Table 1. The physical signals in particular investigation methods

Investigation Vit Reference | Compara- | Masking
method signal tive signal signal
method of A SL FSL —
alternative B SR FSE —
sequences I c SEM FSEM —
method of D SL FSL SL
alternative E SL FSL SE
sequences IT F SL FSL SEM
method of G SL FSL SL
alternative H SL FSL Sk
sequences ITT y 4 SL FSL SEM
pulsation
method J 8L FSL -
method of K SL FSL
succesive
magking
SL — random noise (white noise)
SE — pink noise (with power density spectrum decreasing as a funetion of frequency
at a rate of 3 dB/oct.)
SRM  — uniformly masking noise (with power density spectrum stable up to the fre-

quency f = 500 Hz and decreasing at a rate of 3 dB/oct. above this frequency)
FSL  — filtered random noise
FSRE  — filtered pink noise
FSRM — filtered uniformly masking noise

Table 1 shows physical signals used by the authors in the implementation
of particular investigation procedures. In all cases the transmission channel
system investigated was simulated with a controlled Briiel and Kjaer 5587
spectrum shaper. The (output) comparative signals corresponded to four high-
pass and four low-pass responses of the equaliser with the following cut-off
frequencies (—3 dB):

1. the low-pass system: a. 7 kHz, b. 8.9 kHz, ¢. 11.2 kHz, d. 14.1 kHz;

2. the high-pass system: e. 179 Hz, f. 224 Hz, g. 282 Hz, h. 355 Hz.

The selection of such a “laboratory” transmission system was caused
by the necessity of unambiguous description at this stage of investigations
of physical transmission properties of the systems compared.
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The investigations presented in this paper were carried out in two stages.
In the first stage, the authors examined all the 8 “laboratory” transmission
systems for all the 11 stimuli configurations (4 — K) shown in Table 1. The
investigations also included some “laboratory” systems with narrow-band
responses (single 1/3 octave and octave bands). The loudness level of the moni-
toring of stable signals, i.e. those not adjusted by the listener, was in all cases
50-60 phons. In individual investigations both loudspeaker monitoring (loud-
speaker GK 124) and earphone monitoring (earphones Peerless PMB-6) were
used.

It was found in these preliminary investigations that among all the psycho-
acoustic procedures examined, only the version J of the method of alternative
sequences 111, called the method of alternative sequences below, and the pul-
sation method seem to provide the purpose-desired sensitivity in differentiating
evaluated objects and the repeatability of the investigation results. Therefore,
these methods underwent more formalized experiments whose results are the
object of the present communication.

3. Pulsation method

The measurement system used in the pulsation method is shown schemati-
«cally in Fig. 2. The reference signal X (channel I) was white noise recorded
.on magnetic tape (tape recorder Revox A77). The comparative signal Y (channel
1I) was a white noise signal (from Briiel and Kjaer 1024 generator) filtered
by a set of 36 parallel 1/3 octave filters (Spectrum Shaper 5587). Both signals

ool-¢—

Atl
Revox A77 I

ES

— eI
SN

BK 1024 ok 5587 |7 PA 428

>< -
ek larn e W |’—*—
i
At2 BK 2410 PMB 6

200ms | |_10ms
200ms

TFig. 2. A schematic diagram of the measurement system used in the pulsation method
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were fed to the corresponding inputs of a multi-channel electronic switch (H8).
At the output of the switch the two signals were presented in the form of alter-
nate pulses. The duration of each pulse was 200 ms (the rise time being 10 msg).
When appropriately amplified (by the amplifier Fonica PA 428), the signals
were heard by the listener through the orthodynamic headphones PMB-6.
In the course of the experiment the listener adjusted with a decade attenuator
At2 the level of the comparative signal ¥ so that is was heard as continuous.
The corresponding frequency responses of channel IT were created, analogously
to the preliminary experiments, by means of a set of 1/3 octave filters. 3 liste-
ners, workers of the Sound Engineering Department, took part in the investi-
gations. After 3 trial series each of the listeners made 5 measurements for each
frequency response of channel II. The level of the reference signal at point A
was 290 mV, while its loudness level at the output of the headphones was 60
phons. The level of the comparative signal at which the listener set the pulsa-
tion threshold was read from a Briiel and Kjaer 2410 voltmeter. It should be
noted that the pilot experiments showed that the use of pulses with shorter
duration than the assumed one (higher switch frequency) and loudspeaker
monitoring decreases the reliability of evaluation.

4. Method of alternative sequences
The measurement system used in the method of alternative sequences

is shown in Fig. 3. White noise from a Briiel and Kjaer 1024 generator was
supplied to two inputs (II and III) of the electronic switch through two separate

g oL o -
Revox A77 B
A
A 3
A2 vy 1
osc g = PA 428
BK 1024 %
i At3 BK 2410 PMB 6

Fig. 3. A schematic diagram of the measurement system used in the method of alternative
sequences

4 — Archives of Acoustics 2/83



146 T. LETOWSKI, J. SMURZYNSKI

channels. One of the channels (ITII) had a flat frequency response in the whole
acoustic band. The other channel (IT) included an adjustable spectrum shaper.
The pulses of the signals X and ¥ (with 200 ms duration) thus obtained were
presented alternatively at the output of the switch. The interstimulus interval
was 200 ms. The next sequence was repeated after 400 ms. The rise and decay
times of the signals were 10 ms. A signal of uniformly masking noise (M), repro-
duced from magnetic tape, was added to both signals. The signal M was supplied
to the input of the electronic switch. Summed-up pulses with the same duration
were presented to listeners through the PMB-6 headphones. The voltage of
the reference signal X (channel III) at the output of the switch was kept at
a constant level of 80 m V (point 4). Before the signal M was switched on,
the loudness level of the pulses X and Y was adjusted subjectively and was
about 60 phons.

A system of filters was used to control the frequency response of channel
II, as in the preliminary experiments. In the course of the experiment the
listener, using the attenuator Atl, increased the level of the masking signal M
until he recognized the timbre of the pulses as the same. This signified that
the difference between the frequency responses of channels II and III was
masked. The measured level of the masking signal at the output of the switch
(at point A) was then the measure of the difference between the signals com-
pared.

4 members of the Sound Engineering Department took part in the investi-
gations. After 3 trial series all listeners carried out 5 measurements for all the
8 frequency responses of channel II under study.

5. Discussion of the results

The results obtained in the investigations by the pulsation method are
given in Table 2 and Fig. 4. Particular rows of Table 2 and Fig. 4 show the
mean values of the voltage level of the comparative signal at which the listener
set the pulsation threshold.

The results were obtained for 3 listeners and 8 frequency responses. Table 2
also gives the values of the corresponding standard deviations (dB). For these
results the significance of differences among the mean values was examined
by the t-test for uncorrelated data
YI_Y2

e e
l/ d; +0;
f—1
where Y, and Y, are the mean values of the voltage of the comparative signal

for the pulsation threshold determined by the listener for two different fre-
quency responses of channel II (a, b, ¢, d and ¢, f, g, h), o; and o} are the values
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Table 2. The results for the pulsation method. The mean values of the values of the level
of the pulsation threshold and the values of the corresponding standard deviations

Cut-off frequeney of channel II
Jy [kHz] fa [Hz]
Listener 7 kHz (8.9 kHz| 11.2 14.1 | 179 Hz | 224 Hz | 282 Hz | 355 Hz
kHz kHz
a b e d e f g h
Y | f
[AB] | —1452 | —1343 | —124 | —114 | —10.23 | —10.03| -9.9 | —9.79
1 : |
[d"B] 0.71 0.63| 021 074| 021 012 017 013
¥
[ap] | —14-52| —13.19 | —12.22 | ~10.99 | ~10.12 | — 9.95 —9.87 | -—9.84
2
[d%] 0.27 0.54 1.0 0.18 0.11 0.11 0.05 0.11
Y
[@B] | —15-29 | —13.64| —12.92 | —12.04 | —10.31 | —10.26 | —10.2 | —10.28
3
[d‘;ﬂ 0.77 102 015 034| 009 011 006 0.6
fs — upper cut-off frequency, fz — lower cut-off frequency
v ¥
a8l 5 89 2 1 folktz] [dB] 179 224 282 35 f[kHz]
#; 1
-10 + -10 | =2
B s aBEicaey ]
1
2t 3 -12 t
-1+ 14 b
-16 | -16 +

200ms

:

[Oms

Fig. 4. The mean values of the level of the signal ¥ corresponding to the pulsation threshold.
Results for 3 listeners as a function of the cut-off frequencies of the frequency response of
channel IT
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of the corresponding variances and » is the number of results for a measurement
point (# = 5). Table 3 shows the results of the ¢ — test obtained for neighbouring
measurement points. For 2n —2 = 8 degrees of freedom and the significance
level @ = 0.1 the critical value of the t-test is {, = 1.86.

Table 3. The values of the f statistics in
comparigson of different frequenecy responses
of channel IT in the pulsation method

Comparison
‘ of frequency Listener
responses

of channel II 1 2 3
a—0b 8.84 13.86 111
b —e¢ 12.37 7.84 6.57
e ilg 9.86 | 12.33 | 12.83
¢ 1.61 2.12 0.78
R R S T 1.34 0.89
g —h 1.0 0.45 0.97

For low-pass systems (a, b, ¢, d) the results — ¢ > {, — indicate the signi-
ficance of differences between the values of pulsation thresholds with a 1/3
octave change in the cut-off frequency. The value of the voltage level of the
comparative signal Y at which the pulsation threshold was set can in this case
be the objectivized measure of similarity between the signal ¥ and the reference
signal X, since the similarity between the signals X and Y increases as the
value of the pulsation threshold grows.

For high-pass filters (e, f, g, h), in almost all cases (except one), a 1/3
octave change in the lower cut-off frequency does not cause any essential di-
fferences in the value of the pulsation threshold (¢ < t,). This involves a ten-
dency to a slight increase in the value of the pulsation threshold with increasing
ditference between the signals X and Y. This differentiation, however, is hardly
sensitive to the rather large changes introduced to the signal Y.

Table 4 and Fig. 5 show the results of the investigations obtained for
the method of alternative sequences. These results correspond to the mean
voltage levels of the masking signal (dB re 1 V), for which the difference between
the signals X and Y was masked. Table 4 and Tig. 5 compare results for 4
listeners and 8 frequency responses of channel IT; Table 4 also gives the corres-
ponding values of the standard deviation (dB).

On the basis of the mean values obtained, analogously to the pulsation
method, the investigation results were verified statistically. Table 5 shows
the values of the t test obtained.

The results obtained (¢>=1,) for low-pass systems (a,b,c,d) indicate
that the value of the voltage of the signal M required to mask the differences
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Table 4. The results for the method of alternative sequences. The mean values of the voltage
level of the magking signal and the values of the corresponding standard deviations

Cut-off frequency of channel II
fo [kHz] Ja [Hz]
Listener 7 kHz |8.9 kHz| 11.2 14.1 | 179 Hz | 224 Hz | 282 Hz | 355 Ha
- kHz kHz
a b c d e f g 13
o
—16.8 —18.6 —20.9 —24.7 —23.7 —23.2 —20.6 —18.9
1 [dB] |
a
[dB] 0.29 0.58 0.64 0.28 0.60 0.52 0.54 0.71
* 24.4
. [dB] —15.1 —13.8 —15.3 —19.6 —24. —22.6 —18.6 —15.8
a
[dB] 0.29 0.19 0.29 0.96 1.15 0.27 0.49 0.51
5 =
—13.2 —16.7 —21.8 —26.1 —26.9 —22.5 —18.1 —14.3
5 2 14B]
a
[dB] 0.08 0.36 0.41 0.57 0.15 0.67 0.65 0.33
¥
—15.4 —19.7 —21.2 —25.5 —18.0 —15.3 —13.8 —13.1
, _laB]
V' 4 |
\
[dB1 | 0.60 0.47 0.36 0.65 1.10 0.41 0.66 0.42

fy — upper cut-off frequency, fg — lower cut-off frequency

between the signals X and Y are a significant measure of similarity of these
gignals. A 1/3 octave change in the upper cut-off frequency gave statistically
significant different levels of the masking signal. The greater similarity between
the signals X and Y the lower level of the signal M was required to mask the
difference between the signals X and Y.

For high-pass systems (e, f, g, h), in most cases (except two) values greater
than t, were also obtained for the { statistics. Thus, the level of the signal M
can also in this case constitute the objectivized measure of similarity of the
signals X and Y.

6. Conclusions

1. On the basis of experiments, two measurement procedures characteri-
zed by the highest sensitivity of differentiating the evaluated objects were
chosen of 11 procedures. For the method of alternative sequences IT (variants
@, H and J), the best results in the preliminary investigations were obtained
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M M
{ﬁ;é‘-,?f 7 89 12 14] folkHzl [ %91 179 224 282 355 f,[kHz]
4
14 | -1t 3
16 |- 16 | 3
-18 -18 +
1
20t - -20
22 t 22 +
24 - 24 +
1
26 | ;
28

m
|:.|
(RN
N

]
\ Ay
INHNATRHHH
HHARHNNY

IR

Fig. 5. The results of the method of alternative sequences. The mean values of the level
of the signal M as a function of the eut-off frequencies of the frequency response of channel
IT obtained for 4 listeners

Table 5. The values of the ¢ statistics in comparison of
different frequency responses of channel II in the
method of alternative sequences

Comparison ‘
of frequency Listener
responses |
ol ahinwel JE o d s e ot ok o4
a—b | 569 | 1005 | 2204 | 974
b—eo | 616 | 925 | 17.28 1 1.98
& =d | 888 | 9.62 12.83 12.27
o —'f 388 301 9.77 4.52
Foi ‘ 6.49 11.97 8.54 | 3.63
g —h Dokl whe Raga 1110 | 3,54

using uniformly masking noise as the masking noise. The use of pink or white
noise decreased the sensitivity of differentiating objects.

2. In the case of the pulsation method the characteristics of changes in
the pulsation threshold as a function of the cut-off frequency of channel IT
are very close to one another for all the three listeners. The differences between
the values of the pulsation threshold obtained for particular listeners do not
exceed 1.1 dB.
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3. In the case of the pulsation method a 1/3 octave change in the upper
cut-off frequency causes an essential change in the value of the sensation thres-
hold. This method can thus serve to differentiate the frequency responses of
the electroacoustic channel over the high frequency range. The determination
of the sensitivity of the method requires further investigations.

4. Fig. 6 shows the mean values of the pulsation threshold calculated
on the basis of the results for 3 listeners. The response of the pulsation threshold
obtained as & function of frequency was approximated by linear regression

Y.
e 789 N2 141 fylkHg
_,0 o
_’2 -
_]4 -
Fig. 6. The response of the pulsation threshold
ag a function of the cut-off frequency f, of -6 F
channel II, calculated from the results for 3
listeners (thick line) and its linear approxima-
tion (thin line) -8t

(with the correlation coefficient r = 0.996). The directional coefficient of the
straight line is 1.081. The approximation shown in Fig. 6 is based on the results
cbtained for 4 values of f, of channel IT. However, the determination of the
frequency response of the pulsation threshold requires further investigation
with denser measurement points (with a change in #, by values less than 1/3
octave).

5. The values of the pulsation threshold obtained with adjustment of
the lower cut-off frequency indicate a low differentiating sensitivity. The results
obtained are characterized by very high repeatability (low variance), which
in turn indicates the sharp character of the occurrence of the pulsation threshold.

6. In the case of alternative sequences III a 1/3 octave change in the
cut-off frequency response of channel II causes an essential change in the value
of the signal M required to mask the differences between the signals X and Y.
The responses obtained for particular listeners (Fig. 5) are however, much
more differentiated than those obtained using the pulsation method. It follows
from Fig. 5 that with upper limiting of the transmission band the cuives deri-
ved for listeners 1, 3 and 4 are close. In turn, the curve for listener 2, which
is different from them, seems to indicate his sharper differentiation of timbre
changes over the high frequency range. Analogously, with lower limiting of
the signal, listener 4 shows a better than average differentiation of timbre.
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7. Fig. 7 shows the mean responses obtained by the method of alternative
sequences. With lower limiting of the band, linear regression (with the correla-
tion coefficient » = 0.999) gives the directicnal coefficient of 2.181. With upper
limiting, linear regression (with the correlation coefficient r = 0.982) gives

M M
[dB] N\ 7 89 n2 141 flkHz] (dB] 179 224 282 355 £, [kHz1
¥ -F 14
6. F -6 +
=18+ -18
=201 =20
22 F =22
24T =24

Fig. 7. The responses derived by the method of alternative sequences as a function of f,
and f; of channel IT, calculated from the results for 4 listeners (thick lines) and their linear
approximation (thin lines)

the directional coefficient of — 2.802. The determination of the exact beha-
viour of the frequency responses obtained by the method of alternative sequen-
ces requires further investigation

8. The results obtained suggest that the method of alternative sequences
assures better sensitivity of auditory differentiation of spectrum changes than
the pulsation method does.

9. On the basis of the investigations carried out, it seems that the method
of alternative sequences can be used to differentiate the frequency responses
of electroacoustic devices.
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THE METHOD OF THE DEFORMATION OPERATOR]IN QUANTUM ACOUSTICS —
A FORMULATION OF PERTURBATION CALCULUS
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Institute of Fundamental Technological Research, Polish Academy of Sciences
(00-049 Warsaw, ul. Swietokrzyska 21)

This paper gives a formulation of perturbation calculus which is useful
for the description of coherent states related to the propagation of ultrasonic
waves in erystals. This formulation is based on the results of the theory of co-
herent states, particularly on the properties of the deformation operator. The
method of the construction of the initial state, which is used in perturbation
caleulus, is verified through comparison with the regults of the method of the
quasi-equilibrium density matrix based on the use of information theory in
statistical physics. The method of perturbation caleulus which is presented
in this paper describes the time dependence of the mean value of any physical
quantity for a crystal which undergoes dynamic deformation. This method
makes it possible to grasp the dependence of phenomena observed on the phase
and amplitude of the initially excited acoustic wave.

1. Introduction

This investigation used the properties of the deformation operator which
is known from the theory of coherent states [1, 3, 6, 7, 9] to formulate pertur-
bation caleulus which describes effects related to the propagation of travelling
ultrasonic waves in crystals. The method of the construction of the initial
state, to be used in perturbation caleulus, was verified through comparison
with the results of the method of the quasi-equilibrium density matrix [2].

It was found that both methods lead to similar results, with the results
being the same in the case of harmonic crystals. The difference which occurs
in the general case is related to the fact that the method of the deformation
operator does not account for the irreversible processes which occur in the
dynamic deformation of crystals. An essential advantage of the method of
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the deformation operator is that it leads directly to a formulation of perturba-
tion ealculus. <
The considerations given in this paper concern an infinite continuous me-

dium; they can, however, be naturally extended to the case of a continuous
medium.

2. Method of the deformation operator

The method of the deformation operator consists in the description of
medium deformation by means of a unitary operator,

D({aq,p}) = exp [Z (g5, _aq,p&q,p)]i (1)
q.p
where q and p are wave vectors and phonon vibration branches [4, 53], @
and a, , are the operators of phonon annihilation and ecreation [4, 5], « I
are complex numbers, and the dash over the variable denotes its complex
conjugate.
As a result of crystal deformation, the wave function y which describes
the state of the crystal before deformation passes into the function D( {aq I'H
thus, the deformation of the crystal described by the density matrix ¢ corres-
ponds to the transformation of the density matrix

q.p

¢ D ({ag, 6D ({a,,})- (2)

Paper [3] gave a deformation operator which corresponds to static defor-

mation; the considerations in [3] lead to the determination of the value of the
coefficients a ,,

. /m w(q, p) _('-1) .
Ay == % i it G exp(—iql (3)
< g (b)j ]/ 2NVh 3 el

where N is the number of elementary cells in unit volume, V is the volume
of the crystal, I is a vector which defines the elementary cell [4, 5], ¢ is imaginary

unity (i.e. ¢ = l/—l), my, 18 the mass of the atom which occupies the place

in the elementary cell defined by the vector b [4,5], u( ;) is the jth compo-
i
nent of the displacement of the corresponding atom, related to the deformation
of the crystal, e(g) is a complex polarisation vector of the vibration mode
j.p

corresponding to the wave vector ¢ and the vibration branch p [4, 5], o(q, p)
is the vibration frequency in the particular mode, and 7 is the Planck constant
divided by 2r.

From the point of view of acoustics, the deformation operator with para-
meters defined by formula (3) has nevertheless a serious disadvantage. The
initial stage which it serves to derive is useless in describing travelling waves.
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This ean be shown in the case of a harmonic crystal which is in a state
of termodynamic equilibrium before deformation. Let o be a density matrix
which deseribes the crystal in a state of termodynamic equilibrium. The de-
pendence of the deformation field on time can be found in the case when at
t = 0 the crystal undergoes deformation which is represented by the deformation
operator with parameters determined by formula (3).

The use of formula (2), the representation of the deformation field eperator
by the operators of phonon creation and annihilation [4, 5],

T TR i i A X =
1{‘.( ): e( ) z]/ : (B_gp—0%,)exp(—igd), (&)
b); 2‘ Blis ¥ 3 Vmcal B ™ iR T

where the notation is as in (3), the invariance of the trace with respect to the
cyclic representation of the operators and formulae which follow from the
commutation rules [6],

f)_l ( {aq,p}) &’k,g‘i) ({aq,p}) = é’k,g +ak,g;

ﬁ—l({aq,p})d{gﬁ({aq.p}) = g+ g5 (5)
give
((&(4) 0)) - 1e{D({ay,}) 6D fon 2 ) 0]
\ b) q.pS) @ .0 b ;
g 'éf)-l({aq,p})R( ; ) () D({ag,}) k9
| b/

N \16(41) tV:n— a_g,eXp[ —to(—q, p)t]—
i \b 7p 2NVmyo(q, p) { oo :

— g, eXp [io(q, p)tlexp(—iql),

where (A is the mean value of the operator 4 and Tr{d} is the trace of
this operator.

When @ denotes such a set of wave vectors that out of each pair {q, —q}
strietly one vector belongs to @, the mean (6) can be written in the form

(210~ 51 sopatsg ) oot -vm

g) 6(1,11 exp [’“U(‘Ir p) t]exp( _"MIE) i
i

xexp(—igl)—e (

( 5 e T 4
+€(b1 )aq,,,exm—im(q,p)t]eXp(qu)%( bq) d_q,,0Xp [io(—q, p)t] X
J.p

J:p

X exp (’éql)} s
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Taking into account the identities [4, 5]

o q
o(—q,p) = o(q,p); e( ) —e( ) (8)
: i b Jp b ip
and the following relation which results from (3)
Bg,p = Sl (9)

gives

({#(a), 02

0
= e i et A o {e( ) Qg OXP (4 l)}GOQw(
o E . 2). s, so(q,p)t,  (10)
‘I/Nvmb : b, “ar p(rq q.p)t, ‘

2,9eQ P)

where Im is the imaginary part of the complex number.

In expression (10) no more than one standing wave corresponds to each
vibration mode and to each pair {q, —q}. It thus follows that the initial state
which leads to the formation of a single travelling wave in the crystal cannot
be derived with deformation represented by the deformation operator with
the parameters a,, defined by formula (3).

An attempt can now be made to modify the present procedure so that
it may also be used in the case of tne travelling wave. The analogy to quantum
optics where arbitrary complex numbers can become parametres which occur
in the deformation operator may be used for this purpose [7, 8].

Let R’ (;) and P’ (;) denote predetermined values of displacement
j e
and momentum of atoms, let D({a, ,}) be a deformation operator with arbi-
trary complex coefficients (particularly those which do not necessarily satisfy
relation (9)) and let ¢ denote some density matrix which describes the crystal.
The mean values of position and momentum of the atoms in the state ¢ will
be represented by r (;) and p(;) ;
i i
The parameters of the deformation operator can be determined so that

the operation
é Q"D( {aq,}J})éD_l( {aq,p)}
leads to a change in the mean values of the position of the atoms from r( Il))
i

to ?(;) +R (;) and a change in the mean momentum values from p(;)
i i i

to p(;) —i—P'(;).. The use of formulae (5) and (8) and the representation
J J

of the momentum operators by the operators of phonon creation and annihi-
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lation [4, 5]

plt a % =y A g
( ) Zl/fm :JN(I,P) { (b)j’paq_pexp(@qu—e (b)j’pa;pexp(—qu)},

9.p
(11)

<<R(;)>> = 1ol Difa, D gD ()

A il B (G
= Prie D—l({aq,p})R(b)-D({a,m})n

el 4 3 h s
=7 e ( ) ]/ (a_q,p —@q,p)eXP(—iql);
( )j 2’ : b .1'.1)% 2NVmyo(q, p) 5 aqp)

5 4 e | A
> o TT{D( {aq,p})QD_l( {aq,p})P(b)} =3 TT{QDAI({aq,D}} X

<2(,) Dlea)

( ) v]/mbhzc; (f (g) (ag.p+0_g.p) XD (iq1). (12)
i

From the system of equations

p q) ]/ h 2 : =AW
; i (Gqp — q.p) eXD( —iql) = R ( )
2 (b io V 2NVmuo(q,p) =+ bl

9.

T T R I I
Ze(g)ml/ h (Ggp+a_q,p)expliqh) = P'(b)j; (13)

. 2N Vmyo(q, p)

the following formula can be obtained

= SW s )V 5 ()3,
2N1/mb7iw(q,p) b/ 2NVh b/} \bliy

xexp(—iql). (14)

Tt can be seen that in a specific case of static deformation when P’ ( ;) =0
7

formula (14) can be reduced to (3). In a general case P’ (;) # 0 and the para-
i

meters «, , defined by formula (4) can take any complex values. It can readily

be shown that the deformation operator with its parameters defined by (14)

can describe perturbations which lead to the formation of travelling waves

in the erystal. The assumption of a harmonic crystal and the repetition of the
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train of thought which previously gave formula (10) now give

((#(s) “’>>
B _Z’]/ 1 {ay,e () expl—ifola, pr—aty}  (5)
N Vmbw q,p) pela ¥ ip

In particular, the choice of a,, = 0449, :(9qa and 9,  denote parti-
cular Kronecker deltas) leads to an evolution of the deformation field which
corresponds to the propagation of a single S-type travelling wave with the
wave vector d. It can thus be seen that in effect the present procedure of the

“imposition” on the crystal of arbitrary fields of the displacements R’ (;)
i

and velocities P’ (l /m,, of the atoms permits the construction of initial

bl.
states which are u;eful for describing travelling waves.

This approach is extremely convenient, since it will be seen that it leads
in a natural way to the formulation of perturbation calculus.

Let the erystal in a state described by the density matrix undergo at a time
¢ = 0 dynamic deformation represented by the deformation operator ﬁ({aq,p}),
where the parameters a, , are defined by predetermined fields of displacement
and momentum of atoms according to formula (14). After deformation the
erystal is therefore described by the density matrix D({ag,})e D~*({ag,})
and thus the mean value of the arbitrary operator A at a time ¢, ¢ >0, is

Ly — 1D (a,De D (o, HA W)
CAO> = 5 D (ag e D" ({ag,)

TI‘{ { Uy, :u} Q-D {aq,p})exp (% Ht) Aexp( — —;— Ht)}
Tr{ﬁ{(aqm})ér)*l({aq,p})}”ﬁ 0

Cyclic transpositions under the trace sign and the use of the unitariness
of the deformation operator give

(16)

Tr{f)({ aq .} e D ({a,,}) exp (% Ht) Aexp(—%Ht)}
Ay = A B L et e
4 Tr{D({aqp})gD“l(a{q_p})}

= Tr {éﬁﬁl({aq,p})exp(r Ht) % j,,})JD ,“,})fiﬁ({aq,p})f)—l({aq,p}) X

X exp ( . % Ht)fj( {aq.p})}
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= Tr {g exp [% f)'l({a,‘,’p} HD( ({ag,p}) ]f)“l({a(},p})ﬁ.f)( R (17)

X exp [ — ’% h- ({aqlp})ﬂ]j( {aqm})t]}-

It can be seen that formally explossion (17) can be interpreted as the
mean value of the operator D-'({a,,}) Al)({aq,p} ) at a time ¢, >0, when
the time dependence of the operator D' ({a,,}) yAD({a,,}) is defined by
Heisenberg representation corresponding to the “hamiltonian” D-({a,,})
HD( {a4.,}) and the state of the crystal is described by the density matrix 0.

All hamiltonians which occur in quantum acousties are, in terms of the
operators of phonon creation and annihilation, polynomials of finite order.
In this case, it follows from formulae (5) that the “new” hamiltonian ﬁ-l({aqm})
HD({a,,,}) consists of the “0ld” hamiltonian # and the “remainder” D=1({a,,})
Hﬁ({aq, &) —H. The remainder is the sum of terms each of which, in terms
of the numbers «,, and a, ,, is a polynomial of at least the first order.

In the case when

H' = D'({aq ,DHD({a,,}) —H (18)

is much smaller than #, it is possible, treating I’ as perturbation and H as
unperturbed hamiltonian, to represent the mean value of the operator A for
t > 0 by the response of the system to the sudden introduction of the pertur-
bation I’ at a time ¢ =0 [2],

((A( )y =Tt {g c,xp( Hi) 1({ay, ?,}) AD aq_p})exp(— %Ht)} +

i tp—1

(m) ff I dty ... at, Tr{(D ({ag,,}) AD ({ay ,}))t X
<[ |- [Bf a6 10)- 2 09

(The time dependence of the operators which oceur in the subintegral function
is defined by Heisenberg representation corresponding to the hamiltonian #H.)

3. Method of the quasi-equilibrium density matrix

The method of the quasi-equilibrium density matrix [2] can serve to
determine the statistical quantum state representing a crystal with predeter-
mined mean values of the displacement and wvelocity fields and with predeter-
mined mean energy. In terms of information theory it can be stated that the
task is to eliminate “excess” information (related to the description of the
microscopic state of the system) from the density matrix deseribing the crystal
and at the same time to retain that information which corresponds to the given
mean values of the predetermined physical quantities.

5 — Archives of Acoustics 2/83
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The solution results from the taking into account of the fact that in practice
the crystal is never fully isolated from the environment which plays the role
of the thermostat. The interaction between the corystal and the thermostat
is random and leads to part of the information contained in the density matrix
being “forgotten” [2]. (In classical statistical physics this process involves
a “fuzziness” of the trajectories describing the evolution of the system in the
phase space, which leads to a smoothing of the distribution function).

The information which corresponds to the predetermined mean values
of displacement and momentum of atoms and the predetermined mean energy
of the crystal is imposed by the generator execiting ultrasonic waves and the
temperature of the thermostat, and therefore it is not “forgotten”. It can thus
be seen that the density matrix of interest can be determined by the variational
method, seeking such a statistical state to which there corresponds the maxi-
mum value of information entropy [2]

8 = —Tr{olng}, (20)
under the condition of a definite mean value of the total energy of the erystal
(Hy = B, (21)

the conditions corresponding to the predetermined mean values of the displa-
cement of the atoms from the equilibrium positions

(C (;)>> . (;) (22)

the conditions corresponding to the predetermined mean values of the momentum

)j i '

and the condition of normalisation of the density matrix
ey =1. orn (28]
The solution of the present variational problem is the density matrix [2]

el o S - SR}

Lb,j

l i
where f (b) are Lagrange multipliers corresponding to the conditions of the
i
predetermined mean values of the displacement of atoms, A (;) are Lagrange
; i
multipliers corresponding to the conditions of the predetermined mean values
of the momentum of atoms, § is a Lagrange multiplier corresponding to the
condition of the predetermined mean energy of the erystal and with interpreta-
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tion 1/kT (k being a Boltzmann constant and T’ the absolute temperature of
the erystal), and @ — 1 is a Lagrange multiplier corresponding to the condition
of normalisation of the density matrix.
Tt can readily be shown that differentiation of — @ with respect to f,
h (;) and f ( ;) gives respectively the mean value of the total energy of the
i i :
crystal, the mean values of the momentum of atoms and the mean values of
the displacement of atoms from the equilibrium positions. It can be seen that
in a specific case when the predetermined mean values of the momentum of
atoms and the mean values of the displacement of atoms from the equilibrium

positions are zero, the Lagrange factors h(;) and f(;) are also zero and the
i j

density matrix (25) describes the state of thermodynamic equilibrium (corres-
ponding to the canonical distribution).

4. Comparison of the results of the two methods

The results obtained by the method of the deformation operator and by
the method of the quasi-equilibrium density matrix can first be compared
for the case of a harmonie crystal. The method of the deformation operator
can serve to find a density matrix which describes a dynamically deformed
harmonic crystal which before deformation was in the state of thermodynamic
equilibrium described by the canonical distribution.

Consideration of formulae (2) and (5) and the identity, which results from
definition (1),

D{eg P = D ({ =g} (26)

gives

¢ = D({agp}) exp[ b — ﬁZﬁm sg)“kg“k.a] ({ag0})

— D ({—agPexp[—D—p 3 ik, )i, o] D({—aq,))

k,g
BXP[ B 2 liw (R, q)a’k,gak g I 2 ay,, ga'k g P 2 ak.ﬂa'k,a]
Tr{exp[ ﬁZTzw : g)a,,,gangrﬁZak i k,g+52a,&gak,g]}

k,g

(27)

(the values of the parameters a,, in (27) are defined by formulae (14) and
the other notation remains as above).

Using formula (4) and (11) the quasi-equilibrium density matrix which
describes a dynamically deformed harmonie crystal can be expressed by the
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operators of phonon creation and annihilation
d s A Y bl el
e exp[—gb _p Zhw(k, )Ly gy — Zf(b).R(b).— Z h(b).P(b)l_
k,g k.g J J kg 7 p ]
BXP [75’ '62 nw(k? g)&lt,ﬂak,qA '2 ?k,g&k,g_* 'Z yle,gdi:,{fl
50 <0 <0

‘5 Tr{eXp[_‘ﬂ’ Zhw(k, g)a‘lt,g&k,a_ Z?k.adk,a'— Z?’k,yéirr:]}r ,
kg k,g kg

(28)

where

l) . % (l) / mpho(k,g) -(E
g = —_ % +h b, b ok e( ) x
i 2( f(b);,- l/zNVm,,w(k,g) b 3-]/ 2NV b/,

b,l.j
x exp(—ikl). (29)

It can be seen that the density matrices (27) and (28) have the same form
and differ only in terms of parameters which occur in them. The imposition
- of the condition of equal mean values of the total energy of the crystal, of the
position and momentum of the atoms will permit equation of particular para-
meters and, as a result, determination of the values of the Lagrange factors
which oceur in (28).

Let us calculate the mean value of the total energy of the crystal in the
state described by the density matrix (27)

CHY — Tr{[Z ho(k, g) ﬁx’g&k,g]ﬁ({aq,ﬂ})exp[—@—ﬁ 2 ho(k, g) X
A

kg

;i X&‘lt,g&k,g-lpvl( {aq,p})}

s {1‘)—1( {aq,p})[Z Bo(k, g) a,;ga,e,g] D({ag,} exp [ _d—fx
k.9

Gt G 2 X1 Cogmikig - 30
x 3 ok, 9)di || = ,Z exp (B (e, )] —1 +g heo (R, 9) @40 (30)

k.g
Using formulae (14) and taking into account the relations serving to “dia-
gonalize” the hamiltonian of a harmonic erystal [4, 5], the second term of
expression (30) can be expressed by the changes in the mean values of the
displacement and momentum of atoms caunsed by dynamic deformation

(,) e

. g \ | i b ' '

Z L 24 Mg - Z l v - (b)-R (b')-,’

kg k.g * 1,b,j 8R( ( J i
i

R
b/.. \b'[,

J

(31)
where W is the potential energy of a crystal deseribed in adiabatic approxima-

tion [4, 5], B (;) and R'(;,) are atom displacements from the equilibrium
i 7
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positions (understood “classically”, i.e. in the sense corresponding to the des-
cription of a erystal “before quantization”), and the partial derivatives are
assumed for zero displacements.

It can be seen that expression (31) can be interpreted as deformation energy
and that the value of the expression f = 1/kT in formula (27) corresponds to
such temperature of the crystal at which the mean energy in the state of thermo-
dynamic equilibrium is equal to the difference between the predetermined
total energy and the deformation energy. This determines § = §’ as a function
of the mean energy of the crystal, the mean positions and momenta of the
atoms. From the equation

ﬁhm(ky g)ak,g T=hr My (32)

it is possible to determine

k
() Y (), o

mhat e g) (o —’(’“) Lk
f( ) ﬁl/ 71 At i va)

Consideration of formula (14) leads to an explicit form of the Lagrange
multipliers which occur in (28),

l ug_f“ ol
k(b);‘m m‘bp(b)j,

f(;)} 2 “ﬁz W 2 )__ R (:)’, )j 7 (34)

SCHE
; b’

(with notation as in (31) and previous formulae).

Thus, it can be seen that in the case of a harmonie erystal the two methods
lead to the same results.

In a general case when the hamiltonian of the crystal is not a square func-
tion of the operators of phonon creation and annihilation, the results of the
two methods are slightly different. E.g. for the hamiltonian of the form [4, 5]

e 2 fio (e, g) dige, g8y 5+

(33)

Ie,g

9:9:9; N At 5 A4 "
t 3 V(B0 ) 0, ) O =gy (50)
91,92,

the density matrix of the deformed crystal obtained by the method of the
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deformation operator will have the form

A {aq'p} exp[—(b——ﬂfl]f}—l {aq,p}
= p{ @ —p o 79)akgakg+ﬁ2ﬁw (B, 9) g, gl +B D o (e, g) g g i —

k,g kg

—ﬁ Z h(ﬂ) I} 9 al.,gak g_”ﬁ 2 (q”qmqa) (&;l,pl = a‘]‘pi’]'j—‘llrﬁl +

a9y 039s D1,P2P3
P1:P2:P3
A4 > sy ok 2+ A ) = =i
+a—q11’1) (a'flzsﬂz Agy,my a’*ﬂzdﬂz +a—f12spz) (a!u,si"a Aqypy a‘*'hsif’a +a—'13,ﬁ ) (36)
3

(the assumption being that before deformation the crystal was in the state
of thermodynamic equilibrium, described by the canonical distribution).
The method of the quasi-equilibrinm density matrix leads to the result

é :exp{ —@' ﬁ Zhw 3-(} a’kgahg Zyk,y Qg — thya’luy

kg kg

9,99 P A 5 5+ 5 m
=g 2 (P;Pz?a a’q],m —O_g,p gy, — b_gy,p,) (Bgy,ps — G—gy,py) (37)
q1:92,93

Py:P2:P3
(k,g are defined as in (29)).

It can be seen that the density matrices (36) and (37) are different even
when they lead to the same mean values of the total energy of the crystal,
the positions and momenta of the atoms, ;

The description of dynamic deformation by means of the deformation
operator was based on the assumption that the deformation of the crystal
involves the following transformation of the density matrix which describes
the crystal

é _)'ﬁ( {aq.p}) é-ﬁ_l( {aq,p}) ’

where D({a,,}) is a unitary operator defined from formula (1).

This assumption made it possible to find a relation between the values
of the changes in the mean values of the positions and momenta of the atoms
and the values of the parameters a,, which oceur in the deformation opera-
tor. The physical sense of the above assumption is particularly conspicuous
in the case of static deformation i.e. such that leads to changes in the mean
values of the positions of the atoms, without simultaneously changing, however,
the mean values of the momenta of the atoms.

It follows from the considerations in paper [3] that the description of
static deformation by the deformation operator involves the assumption that
deformation of each wave function describing the crystal can be reduced to
the subtraction of the corresponding displacement veetors from the arguments
of the wave function. It can be said, though not very precisely, that with defor-
mation of this type the information is related to the form of the wave functions
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describing the erystal remains. The mathematical counterpart of this is the
fact that no deformation represented by the deformation operator changes
the value of information entropy (this can readily be shown when ¢’ = D( {ag,0})
0 D-*({a,,}) is inserted into (20) and the operators which occur under the
trace sign are cyclically rearranged).

The case is different with the method of the quasi-equilibrium density
matrix. This method accounts indirectly for the processes which are related
to the interaction between the crystal and the environment and lead to the
destruction of information contained in the density matrix. It can thus be
expected that the results obtained by the method of the quasi-equilibrinm
density matrix are closer to reality than those of the method of the deformation
operator An essential advantage of the method of the deformation operator,
however, is that it leads directly to the formulation of perturbation caleulus.
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THE INTERNATIONAL CONFERENCE NOISE CONTROL 82

The International Conference NOISE CONTROL 82 took place in Krakow on 20-22
September, 1982. It was organised by the Commitee on Acoustics of the Polish Academy
of SBciences, the Polish Acoustical Society and the Institute of Mechanics and Vibroacoustics
of the Academy of Mining and Metallurgy, in cooperation with the Central Institute of
Oceupational Safety, the Institute of Building Technology and the Institute of Fundamental
Technological Research.

NOISE CONTROL 82 was the sixth scientific conference devoted to noise and aba-
tement in our country. The preceding conferences were organised in 1964, 1970, 1973, 1976
and 1979, mainly headed by Prof. Stefan CzarNmckl, the vice-chairman of the Organizatio-
nal Commitee of the present conference. The conference was attended by 152 participants,
28 of whom were representatives of Bulgaria, Czechoslovakia, Denmark, Holland, the GDR
and Hungary. The sessions of the conference were divided into four problem groups: A.
Methods of reducing noise and vibration of industrial machines and appliances, B. Noise
in buildings, C. Communication noises, D. Physical foundations of the emission and pro-
pagation of sound and methods of analysis and measurement. During the conference 64
lectures were delivered, ouf of which 8 were plenary lectures, 35 were delivered in the problem
groups and 23 in poster sessions. The following lectures were delivered during the plenary
meetings:

Z. ExemL, Noise and vibration control in Poland.

Z. ExGEL, Professor Stefan (zarnecki — am eminent Polish vibroacoustician.

P. BrUEL, Sound intensily measurement.

P. BRUEL, Room acoustic speech transmission index.

0. J. PEDERSEN, Measurement and description of environmental noise.

W. PEuTz, Accuracy in noise control measurements and caleulations.

F. Dur, R. Gurowski, R. MarRo¥sKr, J. PrerrucHA, Relationships between transient aero-
dynamics and classical acoustics in the aspect of noise radiation by vibrating bodies.

J. Kireiczyk, Method for diminishing cavitation mnoise.

The following lectures were delivered in the group devoted to the problems of abating

noise and vibration of industrial machines and appliances:

D. AvGustyNska, Methods for diminishing infrasound noise.

S. BepNaRrz, J. Protrowski, Application of shot-oil eliminators in vibrations.

J. BrewISskI, A. Wipora, Possibilities of diminishing machining tool sound levels.

Z. ENGEL, H. Panuszra, M. MENZYRSKI, Investigations of the acoustic field of reduction
systems of gas stations.

GLOWACKI, On a certain method Jor optimizing vibroinsulation systems.

Goras, Analysis of the possibilities of minimizing the vibration of a roller table strip.

Goras, J. KowaL, Synthesis of an optimal controlled insulalor.

e
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Kowarak, C. CempeL, Influence of machine condition on noise level.

Kowarn, M. Szepski, Dynamic synthesis of a passive system of controlled vibroinsulation.

KULCZYCEI, On constructional problems of melal-cutting circular saws in the noise ori-
terion aspect.

Niewczas, W. SroraNowski, A. Troszok, Aerodynamic noise of an air hammer.

PryY~Nc-SkorNIoZY, Method for caleulating the acoustic frequency response of a centrifugal
Jan.

J. Sarpax, Acoustic investigation of a screen with a polywrethane sieve.

M. Staxkov, Sumovye kharakteristiki i metody znizhenya swma @ energelicheskoy promyslen-

nosti.

o et

B

K. Tomaszewskr, J. FrLis, Criteria and indexes for wvibroacoustic evalualion of machines
and appliances.
D. Waszkiewicz, Methods for diminishing the vibroacoustic activity of machines.
J. Zypro¥, Some possibilities of diminishing noise in Diesel engines.
In the group concerned with noise in buildings, the following lectures were delivered:
K. Ciesienska, Criteria of evalualion and requirements concerning the acoustic insulation
of apartment doors.
A. linwska, Subjective method for evaluating the acouslics of apariment buildings in terms
of installation noises.
* MIETLINSKI, Fconomic aspects of shaping the acoustic conditions.
. ODRZYWOLEK, Acoustic problems related to the MWW M mechanical ventilation system.
PuzyNA, Methods for evaluating the acoustic quantities of large-volume halls.
SiMKrovA, Dynamical properties of shell-like enclosures.
Srawicka-Warkowska, Analysis of the acoustic properties of “mini” housing estate
interiors in the aspect of development in urban planning.
SzuprOwWICzZ, Acoustic insulating power of massive double partitions.
TRYNKOWSKA, Designing ear muffs on the basis of empirieal dependencies.
ZALEWSEA-PACIOREK, Digital simulation of selected parameters of the acoustic field.
The following lectures were devoted to communication noises:
J. ADAMCZYK, Z. STRZYZAKOWSKI, 4. STOJEK, Investigations of the vibroacoustic effects
in  Warsaw underground crosstown railway line.

Bo2gN

B

8. Czarnecki, W. Nowaxowskl, Investigations of the conditions of vibroacoustic energy
propagation on Poniatowski Bridge in Warsaw in real and model conditions.

R. Daxgcki, Evalvation of the resulis of street-noise research in Ozestochowa.

J. Easmont, 8. TaryMma, Tirefroad, noise road and laboratory measurements relationship.

R. KucHARSKEI, Relationship between L,, multi-hour values and short-period values of road
noise levels.

J. Miazea, K. Jaxicka, Noise of road vehicles used in Poland in the light of certification

investigations.

M. WorsciecHowska, M. Kraszewskr, Initial attempts to evaluate tramway transport in
relation to noise emission.
The following lectures were devoted to the problems of physical foundations of the

emission and propagation of sound and methods of analysis and measurement:

J. Apamczyrx, M. LasNo, Envelope analysis of vibroacoustic signals.

K. ArozEwskr, R. Gurowskr, K. KuLivicz, J. PiRTRUCHA, Application of sensitivity analy-
sis for modifying the acoustic field of vibrating plate elements.

J. BEDNARSKI, Uses of resonance density functions in investigations of the vibrations of con-
linwous systems.

W. CHOLEWA, PAS4/CAMAC — a programmed analyser of signals.

W. Dasrowski, W. MarCINKOWSKI, M. OGORZALEK, Sensitivily analysis of mechanical
systems by the coupled-system method.
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A. Goxnas, W. WszorLex, Investigations of the relationship between the mean velocity of a vibra-
ting surface and the level of emitted noise.

A. Izworskr, R. Taprusiewicz, Computer method of extracting noise signal formants.

J. Kaimierczax, Use of an acoustic signal in determining the wear of eleclric-arc furnace
roofs.

A. Koropziesskr, E. Kozaczka, Investigations of the vibration and acoustic pressure of

a mechanical vibrator.

E. Kozaczga, Homomorphous processing of acoustic signals propagated in a bounded medium.

T. KwIEK-WALASIAK, Acoustic power determination by the intensity wmethod.

G. MELTZER, New results on the dynamical behaviowr of the human body in sitting position.

R. Pawuszga, T. UL, Analysis of accuracy pressure mear-field method for moise source
identification.

W. RpzANEK, Acoustic resistance of a cireular plate for hyper-resonance frequencies.

J. Rositskr, T. Unwn, Selected problems of shock noise.

J. STENICKA, Determination of structure-born noise tramsmission for machines in dwelling
building constructions.

S. Szyszrko, Methods of constructing spectra patterns of the operational state in the diagno-
stics of a gear pump.

R. Taprusiewicz, Compuler methods for noise signal analysis.

T. Usnr, H. Loracz, Identification of the dynamic properties of mechanical systems by the
pulse method in terms of diminishing their vibroactivity.

R. Zaxrzewski, Post for manual testing of manual tools.

In evaluating the conference, one can say that, in spite of the state of war, NOISE
CONTROL 82 allowed to sustain the scientific activity in the domain of environmental
noise control. Nevertheless, the present year did not bring forth the annual open seminar
on acoustics. The conference demonstrated a great vigour on the part of the acoustic commu-
nity in further integration of such organisations as the Commitee on Acoustics, the Polish
Acoustical Society, research institutes, design offices and production plants. The numerous
sessions and broad discussions allowed for a significant exchange of information and enlarged
the knowledge of phenomena related to noise and vibration and countermeasures. It can
be readily ascertained that there was a healthy interplay between the results of fundamental
and theoretic research and the results of applied work. The discussions that took place after
and between lectures showed the necessity for continuing fundamental research, for it pro-
vides the basis for applied research and, finally, practical employment. The need for inter-
disciplinary research in environmental noise control was much stressed. An exposition of
Briiel — Kjaer equipment was organised during the conference. From a chronicler’s view-
point one should note two facts. Firstly, Prof. Ignacy MALECKI, an eminent Poligh acousti-
cian and director of the Institute of Technological Research of the Polish Academy of Sciences,
received the title of doctor honoris causa of the Academy of Mining and Metallurgy during
the latter’s Senate meeting, which took place on 23 September, 1982; secondly, the con-
ference was preceded by the opening of a modern vibroacoustic complex with a large number
of laboratories, workshops and lecture rooms.

Zbigniew Engel
(Krakéw)



