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ANALYSIS OF THE SPECIFIC STRUCTURE OF THE FUNDAMENTAL COMPONENT
OF VOCAL SOUNDS FROM THE POINT OF VIEW OF INTONATION EVALUATION
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Pedagogical University (65-069 Zielona Géra, Plac Slowiafiski 6)

Finding it necessary to develop the acoustic basis for the evaluation
of the correctness of vocal gound intonation, with consideration given to the
clarity of intonation, the correctness of pitch attack and pitch stabilization,
investigations were performed on the formation in the process of intonation
of an isolated sound, of parameters of the fundamental component which provide
information about the deep structure of this sound. The method of intonographic
plotting was used and statistical calculations performed. The following quanti-
ties were considered: the duration of an isolated sound over one breath (2),
the formation time of the amplitude and frequency of the fundamental compo-
nent of an isolated, freely intoned sound (4, tz), the value and variation of the
amplitude level (4 and A4), the fidelity of standard frequency reproduction
and frequency variation (¢, ) within the limits of the quasi-steady state of
sound. The investigations were performed on three groups of children and one
of adolescents (20 voices in all). :

The results obtained have led to the conclusion that there are distinet
differences in the deep structure of the fundamental component of isolated
sounds intoned by the different age groups. These differences can constitute
a physical basis for evaluating the ability to intone vocal sounds.

1. Introduction

Vocal sounds are outstanding among music sounds, since they not only
constitute the bagic artistic material, but are also the most frequent standard.
Knowledge of their specific structure is necessary for developing objective
criteria which are equivalent to factors considered in subjective evaluation
affecting the correctness of intonation, which continues to be the object of
evaluation in the process of music education. Research on sound intonation
problems has mainly been centred on the sounds of bow instruments [9], [12],
Part of the problems considered in this research has also been concerned with
vocal intonation. The so-called component tones of sound, included in the
compogition of the spectral structure of music sounds, are not homogeneous in
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terms of their characteristic parameters, both in reference to vocal and violin
sounds. Over the range of individual sounds, both the frequency and amplitude
vary continuously in time, forming a sort of complex substructure [7]. In order
to distinguish it from the spectral structure, in the present paper it is called
a ‘“specific” or ‘“deep” structure. The central problem in working towards
objectivization of the process of evaluation of intonation correctness is selecting
factors responsible for its quality — such factors which are perceptible by the ear
and have their equivalents among the acoustic structural elements of sound.
WRONSKT [17] took GARBUZOV'S theory [5] a8 the basis of theoretical evaluatxon
of intonation. This theory can be the starting pointin evaluating the agreement
between the desired sound pitch and the pitch assumed as the standard, being clo-
sely related to the frequency. Correctness of intonaticn is determined not only by
the fidelity of standard reproduction but also a number of other factors play
their role. LESMAN [8] drew attention to intonation certainty, which is related
to variation in the pitch of a given sound as it lasts. FLEscH [3] considered the
problem of the possibility of correcting pitch over the time of sound formation,
the so-called sound attack. TYERNLUND [16], on the basis of the results of com-
puter research and statistical caleculations of sound parameters, drew attention
to the intonation deviation of the fundamental frequency during playing.
BJORKLUND [1] already took into consideration variations of parameters which
oceur within individual sounds and studied the significance of vibrate in the
process of intonation in untrained voices. RAGs [13] and RAKOWSKI [14] consi-
dered the effect of vibrato on the evluation of sound piteh. All the factors
mentioned above are related to the formation of sound structure, spectral [15]
or deep [4]. The problem of the correctness of the structure of vocal sounds
intoned is particularly complex in the case of children’s voices, in view of the
differentiation of vocal activity among children of different age [10].

The purpose of the research described in this paper was to define the deep
structure of the first component of sound which is equivalent to the theoretical
fundamental tone (called the fundamental component below) of sounds inton-
ed by children and adolescents. This problem was considered in terms of
analysis of the possibility of assuming individual elements of the structure
as the basis for evaluating intonation correctness.

2. Organization and technique of the investigations

The investigations were performed on voices from three age groups of
children: 7-8 years, 9-11 years and 12-14 years and adolescent voices of one
group of students (from the course of music education in Pedagogical Univer-
sity Zielona Goéra), with five persons in each group, 20 persons in all.

_The children were secondary school pupils, physically and mentally normal
(doetor’s and psychologist’s data files having been consulted); they had good
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results in learning, in general and in musie classes. Their music education was
limited to a course in secondary school. All the children worked under supervi-
sion of a qualified teacher, an expert in music education.

The adolescent group was composed of average musically gifted persons,
without professional vocal training.

All the groups underwent aundiometric examination. No essential hearing
loss, i.e. over 30 dB, was found.

The persons selected for the investigations underwent training consist-
ing in a test session, combined with necessary instructions regarding the tech-
nique of recordings.

The recordings were made in a damped booth, under constant teacher
supervision. The intoning persons sat in an armchair, which limited head move-
ments. It was found at preliminary sessions, on the basis of sound intensity
level measurements, that during intoning the children were very concentrated
and almost still. Changes resulting from possible head displacements within
one sound were below perception (less than 1 dB) and in the case of successive
sounds they were smaller than those resulting from voice stabilization (not
exceeding 2 dB). Chosen test music material, according to instructions given
to all persons individually, was to be sung freely “mf”. Older children and stu-
dents knew terms regarding dynamies; it was necessary to explain them to
younger children in school language they understood. When it was noticed
that a child was tense or his or her voice intensity was affected by the atmos-
phere in the damped booth, the teacher who knew the child’s abilities in natural
circumstances stopped the session and recording was repeated.

The sounds were recorded using an MCO 30 capacitance microphone,
set in front of the singer, at a distance of 30 ¢m, and a MP 223 tape recorder.
The source of standard sounds was a piano tuned before all sessions to an ac-
curacy of 1 Hz. Frequency variations within one sound were in a 12-ct interval,
i.e. within +/—3 Hz at a frequency of 440 Hz.

The range of test sound material was selected according to the abilities
of the age groups, considering the scale range of individual children’s voices
and the programme recommendations for music classes in primary schools.
For children’s voices intoned sounds were from a (220 Hz) to ¢® (659.3 Hz);
for adolescent voices, from ¢ (130.8 Hz) to f? (698.5 Hz).

The number of sounds intoned by one voice was not the same, since the
voices were untrained and, as it was already mentioned, could not always carry
out the whole pitch scale.

Isolated sounds of the vowel ““a” were intoned. All sounds were repeated
five times.

The whole test material recorded underwent subjective auditory evalua-~
tion, called auditory evaluation below, and intonographic analysis was perform-
ed on the deep structure of the fundamental component using instrumenta-
tion adapted for music purposes, consisting of an intonographic set [11] and
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a MERA 304 minicomputer (Fig. 1). Analog plotting (Fig. 2), being little ac-
curate, was used only for evaluating the sound amplitude level and the signal
to noise ratio. The error involved in frequency plotting depended on this ratio.
Digital plotting was performed only for those sounds whose amplitude level
exceeded 65 dB. A linear scale of the amplitude level (40) was used with ac-
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Fig. 1. A functional diagram of the intonograph [11].
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Fig. 2. An example of analog plotting (child 1/9, sound ¢')

curacy up to 1 dB over the range 50 dB to 90 dB and a logarithmic frequency
scale (F'0) from 85 Hz to 880 Hz. The frequency plotting density depended
on the sampling frequency; the error in the plotting, on the signal to noise
ratio. Intonographic plotting was made with constant time quantization at
every 12.5 ms, providing the possibility of differentiating frequency in 12-ct
zones for sounds of the little octave and half of the once-accented octave. Ac-
complishing such accuracy for higher sounds required their transposition by
one octave lower. This made it possible to localize intonation deviations of
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frequency with respect to the frequency of the sounds on a 12-tone scale in
a regularly tempered system, in intervals of 12, 25, 50 and 75 ct for most of
the sounds investigated. In a few cases of the twice-accented octave, where
two adjacent intonation zones merged in the same code gate, it was assumed
that there was a greater deviation, i.e. one less convenient from the point of
view of intonation correctness.

Intonograms underwent statistical elaboration by calculating the mean,
median and modal values, the standard deviation and one normalized for
all sounds intoned individually. The correctness of taking for further elaboration
one of the first three indexes was discussed. The following scale was assumed
in evaluating the intonation deviations from the standard frequency: up to
12 ¢t — intonation without error, the deviation being within the Garbuzov
zone for the prime; 25 ¢t — intonation within norm, this being the optimum
zone of interval perception by everage gifted child; 50 ¢t — uncertain intona-
tion; 75 ¢t — erroneous intonation; above 75 ct — completely wrong, the
sound entering the zone of the solfeggio error.

3. Auditory evaluation

In order to confirm to what extent the properties of intoned sounds as
given in the literature can constitute distinct, specific objects of evaluation
based on a subjective sensation of intonation correctness, auditory evaluation
of the sounds recorded was carried out. Three properties were considered:
intonation clearness (I), understood as the agreement between the pitch of
the sound monitored and the pitch recommended for intoning, i.e. the pitch
of a piano sound; certainty of sound attack (At) and pitch stabilization (8f)
within one single sound.

These properties were selected as a result of a discussion of the evaluat-
ing group during preliminary monitoring training sessions. This group consist-
ed of five persons, representatives of such specializations as vocalism educa-
tion, secondary school music education, ear training, education of teachers
for initial teaching of music and acoustics. The whole group had participated
in monitoring sessions related to research for five years. At the preliminary
sessions, the evaluation scale was also established. A four-point scale was assum-
ed (3 points — no error, 2 — almost good, 1 — erroneous, 0 — quite wrong,
solfeggio error). Attempts to introduce a wider scale led to completely diverg-
ing results in the evaluating group. These differences distinctly decreased
with the point system assumed. E.g. full agreement in the evaluation of into-
nation clearness of sounds intoned by female voices was achieved in 17 per cent,
only in the case of correct productions (3 points). In turn, in evaluating the
sound attack in girls’ voices, full agreement was achieved in 18 per cent only
for the lowest marks (0 points).



276 H. HARAJDA

The agreement of evaluations for particular properties is shown in Fig.
3 and, divided into female and male voices, in Table 1. The evaluations were
classified as follows: 4 — all the same, 3 — one different by 1 point, 2 — 2-3
grouping with 1 — point difference or 1+ 4 grouping with greater difference,
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Fig. 3. The degree of agreement in auditory evaluation
a ; = (2): correctness of pitch attack (At), intonation clear-
. e vy gl A _ ness (I) and piteh stabilization (8¢)
Table 1. The agreement in auditory evaluation
; Agreement
Total
: number 4 3 2 1 0
Voices of sounds full good satisfactory| unsatis. none
evaluated factory
[%]
A. intonation clearness
boys 98 19 19 24 32 6
girls 112 19 31 19 27 4
males 69 7 22 49 20 2
females 97 r oM 35 36 11 1
B. pitch attack
boys 93 2 36 28 32 2
girls 112 18 36 27 18 1
males 65 11 48 23 18 0
females 82 11 45 35 - 9 ;i
0. pitch stabilization
)

boys 91 | 14 36 21 28 1
girls 145 12 33 26 23 6
males 89 26 34 28 12 0
females 117 20 44 20 14 2
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1 — evaluation differentiation by 2 points, 0. — evaluations from the highest
(3) to the lowest (0) number of points. The greatest differences occurred in eva-
luating intonation clearness. A detailed analysis of this state of things is clearly
beyond the scope of the present paper; it ean only be mentioned that the results
achieved previously [6] have been confirmed. This indicates the necessity
of supporting auditory evaluation of intonation correctness with objectivizing
methods, providing full control and also helpful in ear training.

4, Measured and caleulated results

a. Duration and formation of the fundamental component

The duration of the fundamental component depends on the ability of
sustaining a sound effortlessly in one breath. It was calculated from digital
plotting of the amplitude level, considering the whole behaviour of the funda-
mental component from its initial excitation to the decay of the amplitude
level to the noise level. The results were given in the form of histograms, with
data grouped with an accuracy of 0.5 s. With children’s voices this duration
acheived its maximum value (and only in few cases) of about 1.5 s (Fig. 4). Sounds
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Fig. 4. A histogram of the number of sounds in terms of the duration of the fundamental
component in the groups of children’s (d) and adolescent (s) voices
n — the percentage of the sounds investigated

were most frequently kept in one breath for 0.5 to 1.0 8. This is an order of
magnitude corresponding to the psychological present. According to BIELAW-
SKI [2], the centre of the psychological present corresponds to 6569 ms. The doubt
arises as to whether over such a short time as the duration of the stabilized
state of a sound intoned by a child, the listener can carry out an immediate
analysis of pitch changes within the sound, resulting from frequency wvaria-
tion, and necessary in evaluating the stabilization. In teaching, this evaluation
is most frequently performed by a person without acoustically trained analytic
abilities.
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Adult persens, without professional vocal training, tend to keep a sound
in one breath for 2.0 to 2.5 s. With female voices the duration of the fundamental
component is longer than with male ones (Fig. 5). It is therefore possible to
assume an attitude towards the stabilization state of a sound while listening
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Fig. 5. A histogram of the number of Fig. 6. A histogram of the number of
sounds in terms of the duration of the ' gounds in terms of the duration of the fun-
fundamental component, with a division damental component, with consideration
into female and male voices (d, — girls, of the pitech of the sounds (children’s

d, — boys, s, — female, 8, — male) voices)

to it, which provides the basis for taking the frequency stabilization within
a sound as one of criteria of evaluation of intonation correctness.

Adolescent voices were found to have greater ability to sustain in one
breath higher sounds rather than lower ones. Children’s voices did not show
any distinet dependence of the duration of the fundamental component on the
pitch of intoned sounds (Fig. 6).

Children attack sounds with great determination. The time necessary
for the fundamental component frequency to stabilize is very short. In most
cases the time does not exceed 37.5 ms, with the majority of results coinciding
with 25.0 ms (Fig. 7). Over the sound attack interval in the behaviour of the
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amplitude and frequency there sometimes occur variations which make it
difficult to distinguish the moment when the stabilized state begins. Such
“uncertain” intervals were included in the attack time. The formation times
of both the frequency and the amplitude level above 50 ms are more often
characteristic of adult (s) than children’s (d) voices.
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Fig. 7. The formation time of the amplitude (z4)
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component (d — children’s voices, s — adolescent
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It is only in few sounds that the formation times of the frequency ()
and of the amplitude level increase (r,) are equal (Fig. 8).

b. Fundamental component frequency vs nominal standard frequency

In order to determine the agreement between the fundamental component
frequency and the nominal standard frequency of intoned sounds, the mean,
median and modal values were calculated. These indexes were determined
with reference to a section of the fundamental component indicating the pro-
perties of pitch stabilization or stabilization of pitch variation form, not shorter
than 0.5 s. In about 90 per cent of analysed sounds these three indexes fell within
the same interval of intonation accuracy. With large frequency scatter the
modal value was not very distinet. In further calculations its mean value (F)
was taken as the frequency mdex
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The difference between the mean frequency (F) and the nominal stam-
dard frequency (F,;) was assumed to be the measure of intonation deviation.
The fundamental component frequency was found to decrease only in 1
per cent of sound in the group of adolescent voices and in 16 per cent in the
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Pig. 8. The mutual relation between the formation time of the amplitude (74) and that of
the frequency (zp) of the fundamental component (d — children’s voices, 8 — adolescent
voices)

group of childrén’s voices. In the other voices there was a distinet tendency
towards an inecrease in the fundamental component frequency (Fig. 9).
Subjective evaluations of the intonation clearness appeared to be very
lenient compared to the measurement results. Of 376 sounds evaluated, 226
were evaluated at 2 and 3 points. As it was already mentioned, there was, however,
no full agreement in the evaluating group. It can be expected that apart from
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subjective pitch sensation, complex factors played their role in this.
As the age of children’s groups tested increases, the distribution of into-
nation deviation changes. Large deviations are more frequently found in the
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Fig. 9. A histogram of the number of sounds in terms of the agreement between the funda-
mental component frequency and the standard frequency (d = children’s voices, 8§ — adoles-
‘ cent voices)

groups of the youngest and eldest children than in the intermediate group,
indicating that music training is not the dominating factor in the formation
of the deep frequency structure of sounds (Fig. 10).
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division of the intoning children into age groups
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The intonation deviations were not found to depen don the pitch of inton-
ed sounds (Fig. 11).
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Fig. 11. A histogram of the number of sounds in terms of the agreement between the funda-
mental component frequency and the standard frequency, with consideration of the pitch
of the sound intoned

¢. Value and differentiation of the amplitude level

The distribution of the value of the amplitude level (A), characteristic
of the fundamental component of the intoned sound “mf” registered at a distance
of 30 cm from the sound source, is similar for all the groups investigated (Fig.
12a). More than 60 per cent of the maximum values fell between 80 and 90 dB.
In 12 per cent of children’s voices the maximum amplitude level was registered
to be lower than 70 dB and with adult voices it never fell below 70 dB.

In their free intonation of ‘“mf” children reach over the interval of the
stabilized state of the fundamental component an intensity level between 55
and 90 dB. Thereis a distinct dependence on the age of the group. In the young-
est group more than 86 per cent of sounds were intoned above 80 dB. This
intensity level was acheived by the intermediate group for 64 per cent sounds
and only 32 per cent in the eldest one. In the latter group, in 57 per cent the
amplitude level of the fundamental component over the stabilized state inter-
val varied about 75-80 dB.

The differentiation in the amplitude level variation over the stabilized
state interval of the fundamental component of individual sounds (4.4) decreas-
es as the group age increases, with a maximum moving from 6-9 dB for the
youngest group to 0-3 dB for the eldest (Fig. 12b).
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In the voices of the adult group the amplitude level of individual sounds
also varied. This variation over the stabilized interval of the fundamental
component is mostly 3-4 dB for female voices and 6 dB for male ones.
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Fig. 12. The maximum value (a) and differentiation (b) of the amplitude level of the funda-
mental component of the freely intoned sounds “mf” (d — children’s voices, s — adolescent
voices). :
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d. Variation in the fundamenial component frequency

In order to gain information about the frequency variation within one
sound over the stabilized interval of the fundamental component, the frequ-
ency standard deviation (o) and the normalized deviation (v = ¢/F) were cal-
culated.

A large frequency scatter was found to exist among voices in all the groups.
In 47 per cent of sounds intoned by children and in 44 per cent of sounds inton-
ed by adults, the standard deviation exceeded a quarter-tone (Fig. 13a). In
the children’s groups there was the least variation in the fundamental compo-
nent frequency of sounds with the mean pitch, close to the 440 Hz standard
most often used in school education (Fig. 13b). Male voices were characterized
by smaller standard deviation in frequency than that of female voices (Fig. 14).

Apart from the standard deviation, the characteristics of frequency
variation should also account for the behaviour of this variation. This behaviour
differs and is characteristic of different age groups. In the youngest age group
the frequency is the most stabilized (unlike the amplitude level), and when
changes occur, they are irregular (Fig. 15). In the intermediate age group chang-
es of vibrato nature occur. This vibrato is spontaneous and not controlled
by the intoning person [17]; it has no artistic significance. With the usual
relatively short time over which a child keeps a sound in one breath, he or
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she is unable to form a stabilized vibrated interval. With the eldest children,
in all the sounds there occurs vibration of the fundamental component frequency
(Fig. 16). In adult voices; particularly female ones, the vibrato form ‘is.quite
distinet in the behaviour or frequency variation, although these voices have
not been trained professionally (Fig. 17).
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Fig. 13. The standard deviation of the fundamental component frequency (a) in children’s
(d) and adolescent (8) voites, (b) with consideration of the pitch of the sounds intoned
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The frequency intonation deviation, measured by the normalised deviation
(»), usually takes values from 2 to 8 per cent (Fig. 18a).

The least regular distribution is characteristic of the lowest sounds (Fig.
18b). Low sounds are often difficult for the youngest children to intone. The
distribution of the normalised deviation in children’s voices is similar to those
of the youngest and eldest groups of children (Fig. 19a), but its causes are dif-
ferent for the two groups. In the group of children 7-8 years old the great fre-
quency variation within the stabilized state of the first fundamental component
of a sound results from their inability to intone, i.e. from the uncertainty of
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Fig. 17. The intonogram of the sound ¢® intoned by an adult (female adolescent voice)
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their voices. In the group of children 12-14 years old, this is a result of the oc-
currence of frequency vibrato, indicating some maturity of the voice to shape
intonation artistically. In the intermediate group there is greater certainty
of voice, whereas vibrato does not always form; therefore the normalised devia-
tion which represents frequency differentiation is the least.

Like the standard deviation, the normalised frequency deviation is less
in male voice than in female ones (Fig. 19b). This is related to difficulties in
intoning the highest sounds by female voices.

In the sounds analysed, neither amplitude vibrato, nor coincidences
between frequency and amplitude variations, occurring in the fundamental
component of individual sounds, were found.

5. Conclusions

The results of intonographic analysis indicate distinet differemtiation
in the specific structure of the fundamental component of sounds intoned by
children and adolescents of different age groups. Accordingly, a number of
conclugions can be drawn.

1. The duration of keeping in one breath a freely intoned sound increases
as the age of the group inereases, and accordingly, with inereasing music abi-
lities, as a result of school education. With a very short duration of a sound
intoned by children 7 to 8 years old (0.5-1.0 8), it seems to be impossible to
carry out an objective auditory evaluation of the degree of piteh stabilization,
conditioned by changes in the deep frequency structure. However, the pitch
stabilization can as a property of correct intonation be taken into account in
evaluating longer sounds intoned by children in elder groups.

2. Over that interval of the fundamental component of a sound which
corresponds to theoretical steady state, the deep frequency structure is dif-
ferent for the voices of children in different age groups. In the youngest children’s
voices frequency variations within a sound are small or irregular. The standard
deviation can be taken into account as a criterion for intonation correctness
and an obejetive measure of stabilization. In the voices of children 9 to 11 years
old there are ”vibrato” type frequency variations. Therefore, the frequency
stabilization should be replaced with stabilization of its variation. For this
group of voices the standard deviation is not a good objective criterion for
pitch stabilization. In the voices of the eldest children and in adolescent voices
changes in the fundamental component frequency show a distinet ‘“vibrato”
character. The problem of achieving a good objective criterion for the evalua-
tion of the stabilization of such changes is related to the problem of evaluating
the correctness of vibrato. As a criterion for the evaluation of the behaviour
of frequency variations, the standard deviation is degraded to the role of one
of a group of criteria for the evaluation of the stabilization degree of frequency
behaviour. ‘
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3. In the voices investigated no ‘“vibrato” type changes were found in
the behaviour of the amplitude level, nor, as BJORKLUND [1]suggests, any chang-
es in the regularity of the variation of its level.

4. The desired fundamental component frequency of a sound and its
highest amplitude level are not achieved in the same time. The time of the freq-
uency attack is usually shorter than the time of amplitude level stabilization.
In children’s voices, irrespective of a child’s age, it is very short. In adolescent
voices the time of the frequency attack is longer than in children’s voices, but
not so long as to permit the listener to grasp with his ear differences over that
interval and to be assumed as the criterion for intonation correctness, There-
fore, the conception mentioned by LEsMAN [8], regarding bow instruments,
that intonation should be corrected over the interval of the sound attack,
does not seem to be useful in evaluating the correctness of attacking the pitch
of vocal sounds.

However, the stabilization time of the amplitude level of the fundamental
component, which is longer than the pitch attack time, justifies the taking
into account of this parameter as one of criteria potentially useful in evaluating
intonation correctness.

5. Calculations of the intonation deviation from the differences between
the mean fundamental component frequency and the nominal standard frequency
have shown that the frequency tends to increase in all the groups investigated,
except the youngest. In 60 per cent of subjective auditory evaluations sounds
of increased fundamental component frequency were estimated as completely
or almost correct in terms of intonation clearness.
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EXPERIMENTAL METHODS OF IDENTIFYING SOUND SOURCES ON A MACHINE
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&

There are many existing methods to identify noise sources and paths
and some newer methods have also been recently developed. Several existing
techniques have been used to identify noise sources on machines for many
years. None are completely satisfactory. They are usually inaccurate, expensive,
time consuming and often need special acoustic facilities. The most commonly
used technique is perhaps the selective-wrapping or lead-wrapping approach.
Recently, fast Fourier transform (FFT) minicomputers have become widely
available and theory has been published for the caleulation of acoustic inten-
sity from two simultaneously measured signals. Two new techniques have been
investigated by a number of research workers. These two techniques are: the sur-
face intensity approach (microphone-accelerometer) and the acoustic intensity
approach (two-microphone). These two new techniques can be used to study
sound gources and sound paths and will be discussed in this paper in some detail.
The paper begins with a brief review of some of the earlier methods, continues
with a description of other methods of noise source identification and concludes
with a discussion of the newer intensity and coherence techniques to identify
machinery noise sources and paths.

1. Introduction

The use of road vehicles has now become so widespread in industrialized
countries that their gaseous emissions have become a health hazard and their
noise unbearable for a large fraction of the population in many large cities
[1, 2]. In addition, the noise in some industrial plants is so intense that large
numbers of workers in many countries have suffered permanent hearing loss.

The reduction of vehicle and machinery noise has become a priority item
for m: ny governments and several countries have produced noise regulations
for industrial machinery and vehicles. In order to reduce machinery and vehicle
noise it is important first to gain some knowledge of noise sources. Once this
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knowledge is obtained, then it may be possible to make engineering changes
to reduce the strength of different sources or interfere with the paths of noise
propagation by use of absorption, enclosure or vibration-isolation.

In most such machinery noise control problems, a knowledge of the
dominant noise sources in order of importance is very desirable so that modi-
fications can be made in a logical way. In a complicated machine, such noise
source information is often difficult to obtain and many noise reduction attempts
are made based on inadequate data so that frequently expensive or inefficient
noise reduction methods are employed. Information on noise paths is also
needed so that the most suitable path noise control techniques mentioned above
can be attempted, and the whole noise control solution optimized.

2. Review of classical methods of identifying sources

The sound field produced by a noise source is normally quite complicated
and several of its properties are of interest. These include: variation of the
sound pressure magnitude and sound power with frequency, directivity of
the sound field and variation of sound pressure level with distance from the
source and with time.

Several noise source identification methods have been used on machinery
for a long time. A brief review of these methods follows.

2.1 Subjective assessment

With practice the ear can often distinguish between sounds more accu-
rately than can sophisticated measuring equipment. The ear should always
be used as the first noise source identification approach. However, it does not
give quantitative results.

2.2 Selective operation

Selective operation is also a useful approach [3]. Sometimes with a com-
plicated machine it is possible to operate the machine with some parts discon-
nected and simultaneously to measure the noise of the machine. Providing
such a procedure does not alter the operation of the machine significantly, it
can often be used to indicate the contribution of the different parts to the comple-
te machine noise when all the parts are operating simultaneously. However,
great care must be used with this approach.

2.3 Selective wrapping

Selective wrapping has often been used with vehicles and engines. It
is often used in conjunction with selective operation. Fig. 1 shows the contri-
butions of different sources on an International Harvester truck, during a drive-
by test, which were obtained by a combination of the selective operation techni-
ques [4]. With the truck, the engine was wrapped, the exhaust suppressed
with an oversize muffler and the cooling fan removed. The selective wrapping
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technique is also often used on engines. Usually a heat resisting, absorbing
material is used, enclosed with a massive material such as lead. However, the
selective wrapping technique is tedious and time consuming and there has
been a search for quicker, more convenient methods of source identification.
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2.4 Frequency analysis

Frequency analysis of sound power is often required to describe a noise
source properly. Narrow band information used to be obtained using analog
equipment. Such information can be now obtained more quickly using fast
Fourier transform (FFT) digital computers. In some cases a narrow band
frequency analysis can also be used to identify pure tone sources of sound.
Engine-firing, fan-blade-passage, and gear-meshing frequencies can all be calcu-
lated and identified. As the vehicle (or engine) speed is changed, such frequencies
will normally change as predicted. If peaks in the frequency spectrum do not
change with speed this suggests that they are caused by resonance frequencies
o efficient transmission or radiation at such frequencies [3, 5].
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2.5 Mapping

Mapping of contours of equal sound pressure level around a source is
a useful approximate guide to major sound sources on a large fixed machine [6].
This method can also be used to give a rough estimate of the sound power emit-
ted by different machines. The floor area within a certain sound level contour
is approximately proportional to the machine sound power.

3. Other conventional methods of source identification

3.1 Near to source measurements

Near to source measurements are still very often used in an attempt to
identify major noise sources on machines. This approach must be used with
extreme care. If microphone is placed in the acousfic near field where kr is
small (k is the wave number = frequency 2=nf/wavespeed ¢, and r is the source
to microphone distance), then the acoustic intensity is not proportional to
sound pressure squared and this gives misleading results. This is particularly
true at low frequency. The acoustic near field is reactive; the sound pressure is
almost completely out-of-phase with the acoustic particle velocity.

Thus, this near to source approach is unsuitable for use on relatively
“small” machines such as engines. However, for “large” machines such as vehic-
les with several major sources including: engine cooling fan, exhaust, inlet, ete.,
the near to source approach has proved useful [7]. In this ecase where the machine
is large, of characteristic dimension 7 (length or width), it is possible to position
the microphone so that it is in the near geometric field where r/l is small, but
in the far acoustic field, where kr is reasonably large (except at low frequency).
In this case the microphone can be placed relatively close to each major noise
source and now the acoustic intensity is proportional to the sound pressure
squared and the well-known inverse square law applies. Besides the acoustic
near to source effect already mentioned there are two other potential problems
with this approach: ¢) source directivity and the need to use more than one
microphone to describe a large noise source, i) contamination of microphone
signals placed near individual sources by sound from other stronger sources.
Unfortunately, contamination cannot be reduced by placing the microphones
closer to the sources because then the acoustic near field effect is increased.
However, contamination from other strong sources can be allowed for by empiri-
cal correction using the inverse square law and the distance to the contaminat-
ing source.

Despite the various potential problems with the near to source method,
WANG and CrOCKER have used it quite successfully to identify the major noise
sources on a large diesel engine truck [7]. By placing microphones near each
major noise source (Fig. 2) and then extrapolating to a position 14.5 m from
the truck (Fig. 4) good agreement could be obtained with earlier selective ope-
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ration and selective wrapping drive-by measurements (Figs. 4 and 5). Averag-
ing over five positions near each source and correcting for contaminating
sources gave quite good agreement (Fig. 6).
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3.2 Surface velocity

Surface velocity measurements have been used by several investigators
to try to determine dominant sources of noise on engines and other machines.
The sound power W,,; radiated by a vibrating surface of area § is given by

Wraa = 068 {0*) Oraq, (1)

where gc is the air characteristic impedance, (v?) the space-average of the mean-
-square normal surface velocity, and o,,, the radiation efficiency. CHAN and
ANDERTON [8] have used this approach. By measuring the sound power and
the space-averaged mean-square velocity on several diesel engines they calculat-
ed the radiation efficiency o,43. They concluded that above 400 Hz for most
diesel engines o,,; Was approximately one. There was a scatter of +6 dB in
their results, although this was less for individual engines. Since o,,; is diffi-
cult to calculate theoretically for structures of complicated geometry such as
a diesel engine, the assumption that o,y = 1 can thus give an approximate
idea of the sound power radiated by each component.

3.3 Acoustic ducts

Acoustic ducts have been used to identify sources on machines such as
engines. In this case the small end of a horn is attached to the engine structure
by a flexible coupling. The large end of the horn is baffled and has a microphone
placed in it. The idea is to measure just the noise from one engine component
and to isolate the noise from other components. THIEN [9] claims that this
method is as accurate as the selective wrapping method. However, it should be
noted that there are potential problems. Sealing the duct to the engine may
be difficult with different size components; the duct may interfere with the engine
radiation and ideally the engine should be placed in an anechoic test cell.

Problems with cost, time and accuracy of the previous source identifica-
tion methods have led to a continued search for other faster, more accurate
alternative methods of source and path identification on machines. The intro-
duction of the fast Fourier transform minicomputer has recently made several
of these reasonably successful and they are now discussed. It is becoming common
to use the new techniques in conjuction with the older more conventional ones to
give added confidence in the noise source information. In some cases the new
techniques are sufficiently developed so that they have supplanted older methods.

4. Coherence technique of source and path identification on machines

Correlation and coherence techniques in noise control date back over
twenty years to the work of Gorr [10] who first used the correlation technique
to identify noise sources. Although correlation has often been used in other
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applications it has not been widely used in noise source and path identification.
One exception is the work of KUMAR and SRIVASTAVA who reported some success
with this technique in identifying noise sources on diesel engines [11]. Since the
ear acts as a frequency analyzer, the corresponding approach in the frequency
domain (coherence) instead of the time domain is usually preferable. CROCKER
and HAammiroN have recently reviewed the use of the coherence technique

el i1
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g :
o] =g Fig. 7. A multiple input, single output system
: with uncorrelated noise at the output

in modelling diesel engine noise [56]. Such a coherence model can also be used
in principle. Fig. 7 shows an idealized model of a multiple-input, single-output
system. It can be shown [5] that the auto spectrum of the output noise 8,
ig' given by
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where N is the number of inputs, S;; are eross spectral densities between inputs,
H,are frequency responses and 8,,is the autospectral density of any uncorrelat-
ed noise z present at the output. Note that the 8 and H terms are frequency-
dependent.

If there are N inputs, then there will be N equations,

N !
By =Y HBy,  ¢=1,2,3,..., 7. (3)
i=1

The frequency responses H,, H,, H;, ..., H, can be found by solving the

set of N equations (3). The multiple coherence function ;Z; is defined
to be )

R S (4)
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where 8, is the output noise coherent with all the inputs and is the first term
on the right of equation (2);

i=1

D=

8, H . (5)

=,
-

The multiple coherence function »}, represents the fraction of the output
which is coherent with all the inputs. From equations (2), (4) and (5)

vhy =1 —(8./8,,). (6)

The value of v falls between 0 and 1.

CHUNG, SEYBERT, CrookEr and HAMILTON have used the coherence
approach to model diesel engine noise [5, 12-14]. This approach appears to
give useful information on a naturally aspirated diesel engine which is combus-
tion-noise dominated and where the N inputs are x, ... #y, the cylinder pressures
measured by pressure transducers in each cylinder (see Fig. 7). In this case,
H,, the frequency response (transfer function between the ith cylinder and the
far field microphone) can be calculated. Provided proper frequency averaging
is performed, the difficulty of high coherence between the cylinder pressures
can be overcome because the phasing between the cylinder pressures is exactly
known [15]. In this case the quantity S, H,|* may be regarded as the far field
output noise contribution by the ith cylinder. This may be useful noise source
information for the engine designer.

HAvYEs, SEYBERT and HAMILTON in further research at Herrick Labora-
tories have extended this coherence approach to try to separate combustion
noise from piston-impact noise in a running diesel engine [16].

WANG and CRoOCKER showed that the multiple coherence approach could
be used successfully to separate the noise from sources in an idealized experi-
ment such as one involving three loudspeakers, even if the source signals were
quite coherent [17, 18]. However, when a similar procedure was used on the
more complicated case of a truck which was modeled as a six input system (fan,
engine, exhaust (s), inlet, transmission) the method gave disappointing results
and the simpler near to source method appeared better [7, 17]. The partial
coherence approach was also used in the idealized and truck experiments.
It is believed that contamination between input signals and other computa-
tional difficulties may have been responsible for the failure of the coherence
method of identifying truck noise sources.

Some workers have recently used the coherence approach with the sim-
plifying assumption that all the sources are incoherent. In this case the cross
spectral terms §;; in equation (2) are zero and only the autospectral densities
8;; are retained. This simplified approach is sometimes known as the ordinary
coherence function method. It has been applied with most success where the
sources are definitely incoherent, e.g. where there are many independent machi-
nes [50].

3 — Archives... 4/83
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5. Noise source and path identification using intensity technique

5.1 Intensity in a sound field
The intensity I is the net rate of flow of sound energy per unit area. The
intengity I, in the r direction is

Ir i <.pur>7 (7)

where p is the instantaneous sound pressure, u, is the sound particle velocity
in the r direction and ¢ > denotes a time average. The sound power W radiated
by a source can be obtained by integrating the component of the intensity,
I,, normal to any surface S enclosing the source,

W= [T.48, (8)
S

5.2 Noise source identification using the surface intensity technique

The surface intensity technique which uses an accelerometer mounted
on a vibrating surface and a microphone located close to the accelerometer
has been under development since about 1974. MAcADAM described the use of
this technique in the measurement of the sound power radiated from room
surfaces in lightweight buildings [19, 20]. HopesonN also discussed this techni-
que and its use on a large centrifugal chiller machine [21]. CZARNECKT et al.
[22] successfully compared the sound power of a pure-tone excited, rigid, cir-
cular, baffled piston source obtained from surface intensity measurements,
the conventional reverberation room method, as well as the free-field method
and theory. BrITo investigated theoretically and experimentally the case of
a vibrating rectangular flexible panel and obtained good agreement [23, 24).
KAEMMER and CROCKER [25, 26, 27] measured the sound power of a vibrating
cylinder using the surface intensity method and compared it with the reverbe-
ration room method and theory. They obtained good results when they carefully
accounted for phase shifts between the microphone and accelerometer signals.

In the case of surface intensity measurements, the particle velocity u,
normal to the vibrating surface area § can be found by integrating the signal
from an accelerometer. The pressure p can be measured by a microphone close
to the accelerometer. If the instrumentation or the finite distance between
accelerometer and microphone introduces a time delay A¢ between pressure
and velocity signals, this is related to a phase shift @ by At = @/2xf, where f
is the frequency,in Hz. The intensity is usually computed in the frequency
domain by feeding the veloeity and pressure signals into an FFT analyzer,
since the spectral distribution of sound power is usually required. The acoustic
intensity may be shown to be [25, 26]:

I, = [ [C.p(f)cos@+Q,,(f)sin ®)df, (9)
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where C,, is the co-spectrum (real part) and @,,, is the quad-spectrum (imaginary
part) of the one-sided cross-spectral density between velocity and pressure G,,;

Gup(f) = Cop(f) —1Quy (f)- (10)

McGARY and CROCKER continued development of the surface intensity
technique [28-31]. They then applied it successfully to the determination of
the sound intensity radiated from the different surfaces of a Cummins NTS 350
diesel engine [28, 29, 31]. This work is described in section 6.4 of this paper.
Use of the velocity signal in this analysis, however, is rather inconvenient,
since an along integrator is needed to integrate the signal produced by the
accelerometer. It is simpler to eliminate use of the velocity signal through
mathematical techniques and use instead the acceleration signal. The equation
for intensity, I, then becomes

e (1/2n)f (L[f)(Qpacos @+ O, 5in D) df, (11)

where @, is the imaginary part of the one-sided cross-spectral density between
pressure and acceleration, C,, the real part of the one-sided cross-spectral density
between pressure and acceleration and @ the instrumentation phase shift.
This was the approach used by McGArRY and CROCKER in the measurements
described in section 5.4 of this paper.

5.3 Noise source identification using the lead-wrapping technique
The selective-wrapping approach used in conjuction with the selective-
operation approach have been the basic methods used to noise-source identify
engines and other machines until very recently. Since the normal procedure
now is to use a lead barrier enclosure with acoustic absorbing material between
the lead and the engine, the approach is often also called lead-wrapping. It
has been assumed by many people until recently that this approach will give
the most reliable method of identifying noise source on the surface of a machine
and it has been used as a baseline against which other approaches are compared.
In the work by CROCKER et al. [28, 29, 36, 37, 40, 51] described in the
present paper, measurements on a diesel engine using the lead-wrapping approach
were used as a baseline against which to compare measurements made with
the intensity techniques. The floor of the Herrick Laboratories semi-anechoic
room was covered with fiberglass wedges and a hoop was rotated around a Cum-
mins NTC 350 HP diesel engine. First the intensity I was obtained at thirty
measurement points on the hoop traverse by assuming the far field approxima-
tion
I = plulee, (12)

where pi, . s the mean square sound pressure measured, ¢ is the air density
and ¢ is the speed of sound. Then, the sound power W was obtained by sum-
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mation over the spherical area S covered by the hoop traverse around the engine
using equation (8), where d¥ is the incremental area associated with each miecro-
phone position.

It has been shown during the present research that the lead-wrapping
approach has several serious drawbacks. First, the lead-wrapping method is
time-consuming, tedious and expensive. Second, a special facility: an anechoic
engine-test cell is really required to obtain accurate, reliable results. Third,
the method fails at low frequency (below about 200 to 300 Hz) because the
lead becomes ““transparent” to engine noise. This is obvious if mass law transmis-
sion loss theory is studied. In addition, since the lead is sitnated close to the
engine wall it may act as a tight-fitting enclosure and actually amplify the engine
noise at low frequency. See the measurements of the sound power of the bare
engine and fully-wrapped engine given in Fig. 8. The net effect is that at low
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2 —e wrapped 99.8 d8
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Fig. 8. Comparison of the sound power level of the bare engine and the fully-wrapped engine
measured at 1500 rpm and 542 Nm load

frequeney it is difficult to separate the noise of one engine part from the total
engine noise. See, for example, the measured sound power of the oil pan (sump)
in Fig. 9. The oil pan is a strong source on this engine. A fourth and related
drawback is that the lead-wrapping method works well only for the stronger
noise source on the engine surface. When a surface, which is only a moderate
or weak source of sound, is exposed it is difficult or impossible to determine
its contribution accurately except in the very high frequency range (several
thousand Hz). See, for example, Fig. 10 which shows the sound power of the
fuel and oil pumps (a weak source on this engine). The measurements in Figs.
8-10 were made by rotating microphones on a hoop around a lead-wrapped
Commins NTC 350 diesel engine in the semi-anechoic room at Herrick Labora-
tories (see Fig. 11). The engine was mounted at a height of about 1.5 m above the
foor so that the hoop could be easily rotated around it [28, 29, 36, 37, 40, 51].
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5.4 Comparison between surface intensity and lead-wrapping measurements
The sound power radiated from 5 different surfaces of the Cummins
engine was measured using the surface intensity technique and compared with
the sound power radiated from the same surfaces determined from the lead-

wrapping approach [28, 29].
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Fig. 9. Comparison of the sound power level of the oil pan and the fully-wrapped engine
meagured at 1500 rpm and 542 Nm load
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Fig. 10. Comparison of the gsound power level of the fuel and oil pumps with that of the
fully-wrapped engine measured at 1500 rpm and 542 Nm load

The five parts chosen for surface intensity measurements were: 1) the oil
pan, 2) the after-cooler, 3) the left block wall, 4) the right block wall, and, 5) the
oil filter and cooler. The exhaust manifold and cylinder head were not investigat-
ed because of the intense heat radiated by these parts. High surface temperatu-
res can make acceleration readings difficult or inaccurate and are somewhat
dangerous for investigators moving the aceelerometer from location to location.
The front of the engine was not examined either, because pulleys there made
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it very difficult to mount an accelerometer and locate the microphone. Figs.
12 and 13 show the sound power obtained by summing over 24 locations on the
oil pan using equation (8). Fig. 12 shows narrow band results, while Fig. 13
shows the narrow band sound power results presented in Fig. 12 summed into

microphone
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> (hash -marks)
hoop |
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60° 60° j
3

60° 60°

6
60° 60°
]

Fig. 11. Microphone positions on hoop which wag rotated around engine for sound power
measurements

one-third octave bands. The curve with symbols O was obtained from the lead-
wrapping method, while the eurve with symbols 8- -was obtained from the
surface intensity technique. The results for the other four surfaces examined
on the engine are given in references [28, 29].

It is seen in Fig. 13 that the agreement between the two methods is good
except at very low frequency (below 315 Hz). At low frequency the lead becomes
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“transparent” to sound as already discussed and the surface intensity method
is less accurate because of calibration difficulties [30]. The trend for the lead-
wrapping results to be higher than the surface intensity results in the lower
frequeney region was observed for all the five parts examined and is as expected.
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Fig. 12. Narrow band sound power level determined from surface intensity method summed
over 24 sub-areas of the surface of the oil pan measured at 1500 rpm and 542 Nm load
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Fig. 13. Comparison of sound power level determined for the oil pan from the spherical
traverse lead-wrapping technique ©——o0 and the sound power level from the surface intensity
method e——oe

5.5 Noise source identification using the acoustic intensily lechnique

The measurement of acoustic intensity has been possible since the last
century using Rayleigh’s disc. However, Rayleigh’s disc is impractical in noise
work. In the last fifty years several workers have investigated the measurement
of acoustic intensity using various two-microphone devices. OLSEN in 1932
took out a patent for its measurement. At last it appears that the FFT analyzer
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has now made practical intensity measurements possible. Recent developments
suggest that acoustic intensity measurements are quicker and at least as accurate
as the selective wrapping approach in measuring engine noise sources.

Fany [32, 33] and CHUNG [34, 35] have given the theory for the measure-
ment of acoustic intensity similar to that for surface intensity in the previous
section of this paper. The intensity and sound power are again given by equa-
tions (7) and (8), but now the pressure p and particle velocity », are determined
with two closely spaced microphones and the surface S is no longer necessarily
the surface of the vibrating structure but simply a surface enclosing the source.
From the two microphone pressures p, and p,, the pressure p needed in equation
(7) is

P 2 (P1+p2)/2, (13)

and the particle velocity is obtained from the finite difference assumption
U, = i(py—p1)/owdr, (14)

where p is the air density, 4r is the microphone spacing, w is angular frequency.
By substituting equations (13) and (14) into (7), CHUNG [34, 35] showed that

I, = Tm {[G1,G1; )"} [owAr |H, | |H,|, (15)

where Im means imaginary part, H, and H, are the gain factors of microphone
systems 1 and 2, G,, is the cross-spectrum between p, and p,, and G35, is the
cross-spectrum between p, and p, under switched conditions (the 2 microphone
systems are usually interchanged in location). In order to obtain the sound
power radiated from individual parts of an engine of surface areas, 8,, 8,, ..., Sy,
the intensity normal to each area 8; is obtained from equation (15) and the
power W obtained from equation (8).

CHUNG reported that using this technique, a diesel engine was subdivided
into ¥ = 98 radiating areas [35]. The power was determined from each area
in about two minutes. The engine was source-identified in less than a day which
involved much less time than the leadwrapping technique and since the intensity
measurements were made only 20 mm above the engine surfaces, an anechoic
or semi-anechoic room was unnecessary.

REINHART and CROCKER [36, 37] did not use the intensity formulation
given in equation (15) but rather that suggested by KrIsHAPPA [38] and ROLAND
[39]. In this formulation the acoustic intensity is

I, = Im{G,,}/owAr. (16)

Corrections for phase shift between the two microphone channels are
made using equation (17). The true cross spectrum @,, between the microphone
signals is related to the measured value G, by

Giz i G’12T12/|H1!2p (17)
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where T, is the transfer function between microphone channel systems 1 and
2 and (H,) is the gain of microphone system 2. In this phase shift determination,
the two microphones were mounted at the same longitudinal position at the
end of a small tube which was excited by a white noise source from a small
loudspeaker. In principle, this approach has some advantage over that sug-
gested by Fany and CHUNG. Since switching is eliminated, measurements can
be made about twice as fast after the phase shift is determined and stored
on the FFT.

5.6 Comparison between acoustic intensity and lead-wrapping measurements

Using this approach and equations (16)-(8), REINHART and CROCKER
measured the sound power radiated by 103 different sub-areas on the surface
of a Cummins NTC 350 diesel engine [36, 37, 40]. The results from groups of
areas were summed together to duplicate the eight major areas used in the
lead-wrapping measurements and five major areas in the surface intensity
measurements. The engine was run under the same condition of speed and load
so that comparisons could be made between the results. Complete details of
the acoustic intensity engine results and measurements are given in [40]. Figs.
14 and 15 show the sound power obtained by summing over 25 locations on
the oil pan. Fig. 14 shows narrow band results while Fig. 15 shows the results
given in Fig. 14 summed into one-third octave bands.
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Fig. 14. Oil pan narrow-band sound power level spectrum determined from two-microphone
acoustic intensity method. (Peaks occur at 300 Hz, 650 Hz and 790 Hz. All intensity measu-
rements were made at an engine speed of 1500 rpm and a load of 542 Nm)

It is interesting to note some peaks in the narrow band spectrum in Fig. 14
which are presumably caused by a forcing frequency being close to a structural
resonance frequency. Also of interest is the good agreement between the lead-
wrapping and the acoustie intensity results in Fig. 15 for frequencies at and
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above 315 Hz. This result is similar to that for the oil pan when the lead-wrapping
and the surface intensity results were compared in the previous section of this
paper. The results for the other major engine surfaces are given in [37] and [40].

5.7 Radiation efficiency of different machine surfaces
The sound power W, radiated by a vibrating surface of area § is given
by equation (1) in section 3.2 of this paper.
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Fig. 15. Comparison of sound power level determined for the oil pan from the spherical
lead-wrapping technique — — — —, and the sound power level from the two-microphone
acoustic intensity method

McGARY and CROCKER attempted to determine o,,, for the five surfaces
of the diesel engine under examination by measuring W from the surface inten-
sity method and dividing by (v*> which is also determined as a by-product
of this approach. The results for g, for the five surfaces (averaged over one-
-third octave bands) are given in [28]. One typical result for the oil pan is present-
ed in Fig. 16. All five surfaces had similar shaped radiation efficiency curves,
except at low frequency (below 400 or 400 Hz) where the slopes were different
for each surface. At high frequency (above about 1000 Hz) all the surfaces had
a radiation efficiency approaching one (as theory should predict).

ForssEN and CROCKER have recently determined the radiation efficiency
of a vibrating metal panel below its critical frequency by using a two microphone
method (41, 42]. The sound power W,,; was obtained with the two microphone
acoustic intensity technique using equation (16) which was summed over the
panel area with equation (8). The panel surface velocity was obtained by placing
the two-microphone probe very close to the panel surface and moving it over
the panel surface to obtain (v*). Finally, the radiation efficiency o,,, was calculed
from equation (1). See [41, 42].

Such radiation efficiency curves, if they can be accurately predicted or
measured, can be very useful in machine design in a number of ways. They
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enable an experimentalist to determine the sound power radiated by each machine
surface, simply by measuring the space-averaged mean-square velocity (as
a function of frequency) on that surface. This can easily be accomplished using
an accelerometer rather than making a complicated or sophisticated intensity
or sound power measurement. Also, in principle, if theory can be used to predict

10
3
S
S— o_
o
S
S
o -0
o
2
&
@
§20r
5
i)
2
_30I||||11111|l(ll_lj_ll,
100 200 400 1000 2000 4000

1/3 octave band center frequency [Hz]

Fig. 16. Radiation efficiency of the oil pan determined at an engine speed of 1500 rpm and
a load of 542 Nm

the vibration of different surfaces of a machine in the design stage, then the
sound power radiated by the different surface can also be predicted before the
machine is constructed.

9.8 Noise path identification using acoustic intensity

The intensity technique can be used to determine the sound transmitted
through panel structures as has been shown by Crocker ef al. [43-47]. The
two-microphone acoustic intensity approach ean be used to measure the trans-
mitted intensity. If the intensity incident on the panel is known or can be mea-
sured (e.g. in the case of the incidence of plane wave fields or reverberant fields)
then the transmission loss can be deduced immediately. In the case of a composite
panel (e.g. a metal panel with a window) the intensity (and thus sound power)
transmitted through the metal wall and the window can be measured separately.
Thus the sound power transmitted by the wall path and the window path can
be distinguished. This has important applications in attempting to determine
noise paths in buildings and aireraft structures. VitLor and RoLAND have
used this intensity approach successfully to attempt to distinguish between
direct and flanking paths in buildings [48]. McGARY and HAYES [49] have
successfully separated airborne and strueture-borne noise paths in aireraft-
like structures using the intensity approach.
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6. Conclusions

The earlier methods of identifying noise source and paths reviewed in
this paper are still useful. However the new intensity techniques promise to
become very important in identifying noise sources and paths. The surface
intensity (accelerometer-microphone and acoustic intensity (two-microphone)
techniques of identifying noise sources have been investigated and further
developed in the research described in this paper [28, 29, 36, 37, 40]. The major
noige sources on a diesel engine Cummins NTC 350 were identified using the
conventional lead-wrapping technique and the sound power results were com-
pared directly with those obtained from the surface and the acoustic intensity
techniques. The results for sound power from the different methods agreed
quite well for different major areas of the engine. However, the lead-wrapping
approach was clearly seen to fail in the low frequency region and also when the
noise source area was only a weak or moderate radiator of noise [28, 29, 36, 37, 40].

The intensity approaches both have advantages over the lead-wrapping
approach. They are both quicker and both give narrow band frequeney infor-
mation on sound power. Neither intensity approach needs a special anechoic
room as the lead-wrapping approach does for reliable results. Both approaches
can be used to measure the noise better than lead-wrapping in the lower frequency
region and when the source areas are weaker noise radiators. Of the two intensity
approaches, the acoustic intensity approach is clearly quicker if the two-micro-
phone array can be hand-held. For safety reasons this is not always possible.
However, the surface intensity approach has the advantage over the acoustic
intensity approach, in that radiated acoustic power, surface velocity and radia-
tion efficiency information are obtained simultaneously. In addition, the velocity
being determined from a transducer measurement in the surface intensity
approach is not subject to the same low and high frequency errors as in the
acoustic intensity approach (see equation (14)). At low frequency, difficulty
with equation (14) is encountered since p, and p, are almost identical. At high
frequency again equation (14) predicts erroneous results when (w/e)dr—1.
The two-microphone method can also be used to estimate the velocity of a vib-
rating surface and to determine the sound transsmision paths through wall
structures. The intensity techniques hold the promise of very wide application
in many machinery nocise preblems.
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SELF-EXCITED FLOW OSCILLATION IN AN ABRUPTLY EXPANDING CIRCULAR DUCT
AS THE NOISE SOURCE

ANDRZEJ P. SZUMOWSKI, JANUSZ PIECHNA

Institute of Aircraft Technology and Applied Mechanics, Warsaw Technical University
(00-665 Warsaw, ul. Nowowiejska 24)

The behaviour of oscillations in subsonic flow in a duct with a sudden
enlargement of cross-section has been investigated experimentally. The mecha-
nism of one type of oscillation has been found and explained. In this type of
oseillation the resonant oscillation of a gas column in the part of a duet with
constant cross-section is sustained by flow in the extended part of the duect.
The flow is accompanied by periodically occurring and downsiream moving
annular vortices which close the feedback loop. The shadow graph visualization
has confirmed the existence of this coherent vortex structure in the flow.

1. Introduction

In internal flows a rapid expansion of the cross-section of the duct causes
flow separation and the occurence of stagnation regions. Such a configuration
is not stable and very often induces self-excited flow oscillations which generate
loud noise. The mechanism of such oscillations is frequently defined as the acou-
stic-flow feedback.

The group of flows in which oscillations can occur includes flows past
cavities [1-3], orifices [4], expansion chambers [5] and ducts with rapid change
in cross-section [6-9]. The object of the investigation presented here is self-excited
oscillation occurring in subsonic flow in an outlet with a sudden cross-section
increase at the end. Some experimental studies [6, 7] have been devoted to
this phenomenon. The authors have considered this problem only from the
point of view of technical application. Oscillation of such a type increases the
jet mixing rate, so that the operation of various kinds of ejectors can be im-
proved. No investigators have paid much attention to the mechnism of this
oscillation. It has only been suggested that the jet periodically separates and

4 — Archives... 4/83
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reattaches to the wall of the expanded part of the duct. Previous investigators
[8, 9] of oscillation in supersonic flow in similar configurations have shown
that depending on the pressure difference at both ends of the duct several
types of oscillation can occur. One can expect that many types of oscillation
can also exist in subsonic flow.

Thus, the investigations reported on in this paper focused on the study
of the mechanism of oscillation in subsonic flow in a duet with a relatively
short collar and relatively low gas velocity.

2. Investigation facility
Fig. 1a shows a schematic diagram of the investigation facility. Air with

controlled supply pressure (p,) flows to a chamber lined with some absorbing
material, in order to reduce partially the initial flow turbulence. From the

a)

L
429

Fig. 1. A schematic diagram of the experimental facility

a) 1 — chamber, 2 — damping element, 3 — supply duct, 4 — nozzle, 5 — duct, 6 — collar; b) I — pressure
transducer, 2 — thermoanemometer probe, 3 — microphone

chamber the air flows out through a duct with a relatively large cross-section
to a convergent nozzle at the end. The nozzle is fastened by a duct with a movable
collar, forming a channel with a sudden increase of cross-section.
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The arrangement of the measuring equipment is shown in Fig. 1b.

Acoustic measurements were carried out with B and K equipment, using
for spectral analysis a 2010 narrow-band analyser and a 2307 recorder. A 4133
1/8" microphone with a 2619 preamplifier was placed in the near field (see
Fig. 1b). The pressure pulsation inside the collar was measured using a Kistler
(7031) piezoelectric transducer with a 5007 charge amplifier. Flow velocity
measurements were carried out with a 55 MOI bridge and a 55 D10 linearizer.
The cross correlation between the pressure and the flow velocity signal was
performed by a 556 D70 DISA correlator with normalisation of input signals.
The correlation functions were recorded on a 411 Watanabe recorder.

3. Results of measurements
The noise from such a type of flow oscillation was very distinct. Fig. 2

shows the spectra of sound emitted by the air flow in three different configu-
rations (free jet, short collar and long eollar). All measurements were carried

PD T 1] T L] T T

(a8l

1o | 7700 .
100 F :—|'"| iD

90 F

Fig. 2. Sound spectra

FD
a8l
130

120
10
100

90

PD
Bl
110

BOW)
70 —

2

?0 20 DABCLInl kHzl

y/D=065

L

4l

o wWD=45

=N

1
5 10 20 DABClinfkHzl

1 ]
2 5 10 20 DABClLinfkHzl



320 A. P. SZUMOWSKI, J. PIECHNA

out for the same ratio of the ambient to the stagnation pressure (0.95), correspond-
ing to flow velocity of 93 m/s. Strong flow pulsation occurred only for the
duct with a short collar. The overall sound level was in this case about 30 dB
higher than that for the other configurations. The noise spectrum showed a dis-
tinct discrete component and its harmonies.

Fig. 3 shows the dimensionless frequency of the sound spectrum versus the
pressure ratio of flow velocity. The dark points mark the dominant components.

f1,4
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0 1920 1854 1337 936 0 ulm/si Fig. 3. Dominant frequencies in the sound

080 085 090 09 1 p/p, spectrum

All the points can be arranged in a number of bands. The first harmonic of the
discrete component dominates for lower flow velocity, whereas the second one
prevails with higher veloecity. Moreover, Fig. 3 shows the resonant frequencies
of a gas column in the duct, caleulated from the experimental formula given
by Hasan and Hussain [7]

n

f e a
~ 2 (L,+1.65L,[j+0.1D)’

where f — resonant frequency, a — the speed of sound, n» — mode of operation
(number of half waves in the duct), j — stage of operation defined as follows:
when the length of the collar (starting from zero) was increased some range
of oscillation occurred, j is the number of successive ranges correspond-
ing to the oscillation, L, — thelength of the nozzle, L, — the length of the collar,
D — the diameter of the nozzle.

Comparison of the frequencies calculated from this formula and those
measured indicates that for relatively low velocities the mode of resonance
oscillation in the duect corresponds to half the wavelength and for relatively
high velocities to one and half wavelengths.
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The properties of the sound spectrum considered here are strictly connected
with flow oscillation in duets.

Fig. 4. gives the results of flow velocity measurements along the wall
of the collar. The mean flow velocity at the wall is negative (the flow is from
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Fig. 4. Distributions of the mean velocity ugy, the amplitude of the oscilla.tioh':velocity u’,
the rms value of the amplitude of oscillation velocity upyg and the ratio uRyg /ugy close to
the collar versus the z-coordinate :

the surroundings into the collar) and its value is less than tha amplitude of the
velocity oscillation. This singnifies that in a certain phase of the oscillation cycle
the direction of the flow in this region changes.

The relative amplitude velocity oscillation (%' /u,,) shows a maximum at
a position 4 mm from the collar outlet cross-section.

Fig. 5 presents velocity profiles measured in the cross-section just outside
the collar outlet. The amplitude of the velocity oscillation reaches its maximum
value at the boundary of the jet. The large value of the maximum amplitude
is very close to the mean velocity. This suggests that this phenomenon is con-
nected with variation of the jet diameter in the eyele of oscillation, but not with
turbulence.

Essential information about the character of the oscillation is provided
by the function of cross correlation between the pressure at the wall of the
collar (Fig. 1b) and flow velocities. The pressure signal was used as the reference
signal in the correlation measurements. By comparing correlograms it was pos-
sible to determine the relative phase shifts between velocity oscillations at
different points of the flow field. In this way the phase velocities were predicted.

Fig. 6 shows the correlation funetions (R,,) mentioned above for three
points in the outlet cross-section of the duct, whereas Fig. 7 gives R, for three
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Fig. 5. Velocity distributions in the outlet cross-section of the collar (notation as in Fig. 4)
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Fig. 6. Correlograms of the pressure frace in the collar and velocity traces in the cross-zsee-
tion close to the outlet of the duct
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points in the outlet cross-section of the collar. At the axes of the abscissae of
all these figures there are time delays (t) between correlated signals. The posi-
tive value of 7 denotes the delay of the velocity signal with respect to the pres-
gure signal. :

0 l tims]

a0 /\

D timsl]
06 __,.(-
Cl?

Fig. 7. Behaviour of the pressure correlation factor and velocity in the outlet cross-section
of the collar

I tims]

The following conclusions can be drawn from these correlation functions.

Correlograms have a distinetly harmonic character, which proves the
existence of strong discrete components in the measured traces of the pressure
and velocities. The values of the correlation functions are the greatest for velo-
cities at the points along the axis of the duct. It indicates the least contribu-
tion of random components to this phenomenon. On the basis of the correlation
functions the phase shifts between the basic flow parameters were found.

Fig. 8. shows the change in the main flow properties in one cycle of oscil-
lation. All these lines were deduced from an analysis of the correlograms and
velocity measurements. The approximate values of the phase shift between
velocity signals at some points of the flow field and the reference pressure signal,
corresponding to Fig. 8, are given in Table I. On the basis of the results of mea-
surements given above, the temporary jet velocity profiles at the collar exit
cross-section were also determined. These profiles are shown in Fig. 9. A T'/4
phase shift between the velocity and jet diameter is clearly visible. It follows
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from Fig. 9 that in this oscillation phase in which the flow velocity in the axis
reaches its extreme values, the jet diameter is approximately the same as the
duet diameter. However in the stages in which the flow velocity in the axis
is close to the mean value, the jet diameter takes an extreme value.

p __RB

Fig. 8. Traces of the basic flow properties
of the jet
a) pressure p; b) velocity at the duct outlet, up;
c) velocity at the collar outlet uy; d) jet diameterd;
e) velocity at the wall, wp

Table 1. Phase shifts of flow velocity
traces with respect to the pressure trace

jet axis 5/sT
jet boundary | 3/,T

Duect outlet

jet axis 1T
Collar outlet jet boundary | 1/,T
| wall sl

Fig. 10 shows a set of correlation functions for points along the axis of
the jet. In Fig. 11 the phases with zero value of the correlation functions are
arranged versus the position of the thermoanemometer probe. The inclination
of a line represents the phase velocity. It follows from Fig. 11 that beyond the
flow region close to the outlet of the duct the phase velocity is constant (50 m/s).
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Fig. 9. Temporary profiles of the velocity in the collar outlet
r — the distance from the collar axis

-10 tmsl] 0

Fig. 10. Set of correlograms for different positions of the thermoanemometer probe along
the collar axis



326 A. P. SZUMOWSKI, J. PIECHNA

T
ts1x10” /
/9
9'/
a3+
/
5
4
/
G/I
Py
02 r /
7
P
/
/
8
/I
or {
o
r
g .
/’1 Fig. 11. Positions of the phase surface for
? e zero value of the correlation functions given
0 2 (& 6 8 10 12 1 6 18 xImml] in Fig. 10

4. Mechanism of oscillation

The results of the investigations given in the preceding sections of this paper
justify the following mechanism of flow oscillation.

The flow patterns for the four main phases during a cycle of oscillation
are illustrated in Fig. 12, In the oscillation phase shown in Fig. 12a the pressure
in the collar, outside the jet, shows a minimum. In this phase both the flow
velocity in the outlet of the duet and the flow velocity in the outlet of the collar
take mean values; the former increases, whereas the latter decreases. The jet
diameter at the outlet of the collar is maximum. In this phase, or in a slightly
ealier one, a distinet thoroidal vortex forms and grows as a result of an increase
in the flow velocity in the outlet of the duct. When the vortex becomes strong
enough it separates from the head wall of the collar and moves downstream.
The phase velocity measured along the axis of the jet (Fig. 11) corresponds to
the velocity of this vortex. It is about 0.6 of the mean flow velocity of the jet.
This result confirms the observation given in paper [10] regarding the oseil-
lation of a free jet impinging on a plate. In the oscillation discussed in [10] an
important role is played by coherent vortices forming from smaller ones in the
process of the so-called “collective interaction”.
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In the flow studied in this paper a thoroidal vortex in creases as it
moves downstream inside the collar and comes closer to the side wall. As a result,
the flow from the surroundings into the collar becomes stronger and therefore
the pressure in the collar.increases. In the phase shown in Fig. 12b the pressure
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Fig. 12. Flow patterns for the main phases of g . t=37
the oscillation cycle e e e S R

in the collar reaches the mean value and increases further. The flow velocity
in the outlet of duct is maximum, whereas the flow velocity in the outlet
of the collar is minimum. The jet diameter at the outlet of the eollar is approxi-
mately the same as that of the pipe. The vortex is still inside the collar close
to the outlet and the inflow from the surroundings into the collar is maximum.

In the successive phase shown in Fig. 12¢ the vortex is already outside
the collar. As a result of the air flow from the surroundings into the collar, the
pressure in the collar increases, reaching its maximum value higher than the
surrounding pressure. (It was explained in section 3, on the basis of the results
of velocity measurements, that in some oscillation phase the air flows along
the walls into the surroundings. This indicates that there is overpressure in
the collar). The flow velocities in the outlet of the duct and the outlet of
the collar take mean values; the former decreases, whereas the latter increases.
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The jet diameter at the outlet of the collar reaches its maximum value. In the
further oscillation phase the pressure in the collar decreases as a result of the
air outflow (along the walls) and of the jet ejection.

In the phase shown in Fig. 12 d the pressure in the collar has its mean
value. The flow velocity at the outlet of the duct is minimum, whereas the
one at the outlet of the collar is maximum. It is possible that already in this
phase in which the flow velocity at the outlet of the duct starts to inerease,
a thoroidal vortex appears.

In general, one can conclude that the oscillation mechanism in ques-
tion is controlled by the resonance oscillation of an air column in the duct.
This oscillation is sustained by periodic pressure variations in the collar. These
variations are controlled by a periodically appearing and downstream moving
thoroidal vortex.

5. Results of flow visualisation

The mechanism of oscillation described above has been deduced mainly
on the basis of correlation functions and velocity measurements. Strong thoroidal
vortices are the main factor in this mechanism. The existence of the vortices
has been confirmed by the shadow graph visualisation of a free stream outside
the collar. The visualisation results are shown in Fig. 13. In the photographs
given in this figure temporary positions of this vortex can be seen. In the second,
third and fourth photographs (from top) one can observe two vortices corres-
ponding to two successive oscillation cycles. As a result of flow turbulence,
the vortex farthest from the outlet is partly distorted. These photographs were
taken at random times, therefore the time intervals between them are unknown.
Nevertheless, from these photographs in which two vortices can be seen, it
is possible to calculate, for a known pulsation period, the approximate velocity
of the vortex motion. This velocity is about 50 m /s and agrees with the previously
calculated phase velocity.

6. Conclusions

The investigations reported on in this paper have confirmed the existence
of strong oscillations in subsonic flow in a duct with a sudden cross-section
increase. These oscillations are the source of an acoustic wave which increases
the overall sound level generated by a jet by about 30 dB. The oscillation mecha-
nism is controlled by the resonance oscillation of an air eolumn in the duct.
This oscillation is sustained by flow in the collar. These oseillations oceur over
a relatively wide range of variations in the flow velocity and collar length. One
can guppose that the oscillation mechanism deseribed above is not the only one.
Preliminary investigations have shown some different flow patterns for higher
flow velocities, which are now studied.



Fig. 13. Phofographs of
theshadow graph visual-
isation of the free jet
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THE SOUND POWER OF A CIRCULAR PLATE FOR HIGH-FREQUENCY WAVE
RADIATION

WITOLD RDZANEK

Pedagogical University (65-069 Zielona Goéra, Plac Slowianski 6)

This paper gives an analysis of the sound power of a circular plate which
vibrates at a frequency much higher than the resonance one. This analysis
wag carried out for Bessel axially-symmetrie distributions of vibration velo-
city on the surface of a source placed in a rigid, planar baffle. An exact expres-
sion of the sound power of the vibrating circular plate was given in Hankel
representation. It was assumed in a specific case that the source radiated waves
at frequencies much higher than the resonance ones, permitting simplifications
to be introduced in the subintegral function. As the final result of the analysis,
an approximate expression was derived using the Cauchy theorem on residua.
The expressions derived here are very useful and convenient for numerical

calculations.
Notation
a — plate radius
G — sound wave propagation velocity in a medium of density g,

HQP(z) — Hankel function of the nth order of the first kind
Hf’(a:) — Hankel function of the nth order of the second kind

I.(®) — modified Bessel function of the nth order of the first kind
Ju(r) — Bessel function of the ath order

k — wave number

K,(x) — eylindrical MaecDonald function of the =mth order

N — real component of source acoustic power (A2), (A3)

No — real power of source for k— oc(Al0)

P — sound pressure (Al)

T — radial variable

v — vibration velocity amplitude of source surface points

vy — vibration velocity amplitude of source points of the plate (1)
Von — vibration velocity amplitude of the central point of the plate

w — characteristic funection of circular source (AS8)
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W, — characteristic function of circular plate for (0, n) vibration mode (4)
Zy(®) — cylindrical function of the nth order

A — sound wave length

2o — dengity of gaseous medium

o — source surface area

[ — angular frequency

1. Introduction

The problem of the impendance and sound power of circular sources with
an irregular vibration wvelocity distribution has been the object of analysis
in a large number of papers in the field of acoustic wave generation by surface
sources. In terms of subject papers [3-8] are above all most related to the pro-
blems considered in the present paper (a full bibliography of this problem was
given in paper [3]). Most of the investigation results obtained could be used
in partical applications only when using computers. Of the results obtained,
only the expressions of impedance and sound power appeared to be convenient
in a small number of cases, above all and most frequently for very small inter-
ference parameters. - g

These have been to date a lack of elaborations giving the form of the ex-
pressions of the sound power of a circular plate in a speciafic case which would
be convenient for numerical calculations, namely for high-frequency wave
radiation. The investigations reported on in the present paper have given such
relationships.

The present considerations of the radiation of a circular plate refer to
the results obtained in paper [6], where the object of investigation also included
the problem of the sound power of a circular membrane for frequencies much
higher than the resonance ones.

In terms of the possibility of practical applications, analysis was carried
out on the axially-symmetric vibration of a circular plate clamped on the circum-
ference to an ideal rigid and planar baffle. Linear processes harmonic in time
were considered.

Taking as the basis the Huygens-Rayleigh integral formula, exact expres-
sions were introduced for sound power in the form of a single integral. It was
assumed in a specific case that the plate radiated waves at frequencies much
higher than the resonance ones. This permitted simplifications in the subinte-
gral function and subsequently integration using the Cauchy residua theorem.

Very useful and convenient expressions were derived for numerical cal-
culations.

2. Exact calculation of the sound power

In considering the linear phenomena sinusoidally dependent on time,
the axially — symmetric proper vibration of a circular plate clamped on the
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circumference can be described in the following way [8]:

o( ﬂn)
Jo(iap,)

where a is the radius of the plate, v,, is the vibration velocity amplitude of
points of the plate, » is a radial variable, J, is a Bessel function of zeroth order
and af, is the nth root of the equation

0,(r) = O {Jo(rﬁ,,) * Tolira)s (1)

Jo(a,)I1(aB,) = —dJ(af,)I(aB,), (2)

where I, is a modified Bessel function of the sth order. The constant v,, can be
expressed by the vibration velocity of the central point of the plate v,,, from
the following relation

’ Jl] (aﬁﬂ)
bt [1 ~ Totapn))’ (28)

The expression of the vibration velocity (1) can be inserted into relation-

ship (A8) and the following integral property [9] used:

f wd o(ho) T o (10)dw = ———- (T (b} To () =Wy (k) Iy ()}, (3)

_—‘g
4

Fig. 1. Integration in the plane of the complex variable # = # 4 i9" for expression (A4),
=0

4

as a result of which the characteristic function W, (9) of the circular plate for
a (0, n) vibration mode is

Wa(9) = v,, B——f‘g%{ﬁ {aB,J1(aB,)d o (kasind) —

—kasindJ o(ap,)J;(kasind)}. (4)

The real power radiated by the circular plate by the (0, ») vibration mode
can be caleulated from relationship (A9). This involves the substitution

5 — Archives... 4/83
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& = kasind, giving

2

ka | @y (@) — —— (@)
ap xdx
N, = 4(ap,)'N, et —— 5
i ! (aB,)' —w V1 —(w/ka)? s
where
Jl(aﬁn)
a, = H 6
"= Tolaf,) 5
whereas
N, = rouﬂawﬁn‘fﬁ(aﬂn) (7)

is an expression of the sound power radiated by a circular plate by the (0, n)
vibration mode in the case when k— oo(see relationship (A11)), with k = w/e,,
where o is the angular frequency and ¢, is the sound wave propagation velocity
in a medium of density pg,.

3. Approximate calculation of the sound power

In a specific case, when the wave radiation frequency is much higher
than the resonance frequenecy (k > f,), the approximate formula

a Pe 1oV St
1—|— ~ —— ——
-G =3l +56) A
can be used and integration in expression (5) extended from finite (0 <o < ka)

to infinite limits (0 <@ < o).
The expression derived for the sound power
ap,,

: 1/ = 2-L3 o \* i 2
(ap) —a* *E(E) '§(‘:5)]” S

can be given in the form of an integral sum calculated from the integral formula
(A14).

For the first derivatives of the special functions the following relations
can be used [9]:

2

bl L Jl(m)] [

N, = 4(ap)N, [

0

Jo(@) = —dy(@), (@) = ad,(v)—J,(x),
H(2) = —H{’ (@), <HY (#) =«H (2)—HP(a),
Ij(@) = Ii(x), oI(2) = al,(e)—I,(2),
K@) = —K,(@), oK (@)= —aK,(2)—K,(2),

(10)
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where H{"(x) and H{"(x) are Hankel functions of the first kind, whereas K,()
and K,(x) are cylindrical MacDonald functions, both pairs being respectively
of the zeroth and first orders.

When in addition the charaecteristic equation (2), determination (6) and

the wronskians [9]

HY (@), (@) — Jo(@) HD (@) = —-

wz’
: (11)
Ko(@) I, (x) + Io(@) Ky (@) = —
are taken into consideration, finally thus
1 ,(ap)" 3 (af,)
Ny Sl gl i L g otal B 12
. “{1+ 2 “(kay 4 " (ka)* }’ i
if & > 8,
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Fig. 2. The relative sound power &
N/N, of the circular plate for (0, 1) g3 —
and (0, 2) axially-symmetic vibration \
modes, depending on ka/f,a %__——:__E

Curves 1 and 3 have been plotted from the 10
exact formula (5); curves 2 and 4, from the
approximate formula (12). It is assumed that 10 15 20 25 30 35
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4. Conclusions

The approximate expression (12) derived is very convenient for numerical
caleulations of the sound power radiated by a circular plate with axially-sym-
metric vibration modes and can be used with less demanding assumptions than
ka > ap,. B.g. with ka > 3ap, the sound power for the first few vibration
modes involves relative error not exceeding 1 per cent (Fig. 2).

In a boundary case, for ka—»oo, it can be shown from formula (12) that
the relative sound power N/N, tends to unity.

When ka < 3afl,, or when high accuracy is required of results, calcula-
tions can be carried out by computers from the integral formula (5).
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Appendix A

At any point on the surface of the source the sound pressure p () generated
by this source can be expressed by the Huygens-Rayleigh formula [2]

ikoyCo f”("o) exp( —ik|r —ry|)

2% [r —7r,]
%

p(r) = doy, (A1)
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where |r—,] = V(& —@o)2+ (y —y,)? is the distance between any two points
on the surface of the source, ¢, is the sound wave propagation velocity in a me-
dium of density gy %k = 2=/1 is a wave number and A is wavelength.

The real component of the sound power emitted by the source is

1
N=3 Re{f () o(r)do, (A2)
or, considering relation (Al),
o4 ek B
N:Re{mfffv(r)v(ro) ol r"”dauda}. (A3)
4n [r—r,|
a Un

This formula represents the real power emitted by the source into the
surrounding space, i.e. the energy flux radiated by the source over one full period.

The surface integrals in formula (A3) can be calculated using the following
expansion [3], [7],

g+1'-oo 2n

exp(—ikr—r ik

p(—ik| ol) s _Lf fexp{—'iksin‘ﬂx
[r—7] 27 0 0

X [( —zp)cosa+ (¥ —y,)sina]}sindddda. (A4)

The course of the integration in the plane of the complex wvariable ¢ is
given in Fig. 1 (see p. 333).
The integral function (A4) can be substituted in formula (A3), the following
polar coordinates introduced:
& = rCOo8 Yy = rsin
¥, Y .‘P: (A5)
By = ToCOSPyy; Yo = ToS1NQ,,
changing the integration order. The following integral property can be used [9]:
2r
[ exp[tibeos(p—a)ldp = 2ndo(®).  J= ghngun J{AB)
0 {‘__‘_ o -
The expression of the sound power of a circular source with an axially —
symmetric vibration velocity distribution can be given in the form

g+i-oo
N e Re{gucoﬂkz [ Wz(z‘})sin'ﬂdﬁ}, (A7)
0
where
W(8) = [ o(r)d,(krsind)rdr (A8)
0

is the characteristic function of the source.
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The real component of sound power, i.e. the real power, can be determined
from expression (A7) when the integration in the plane of the complex variable
is carried out over a section on the real axis ¢ in the limits (0, =/2), i.e.

/2

N = gook? [ W2(9)sinddd, (A9)
0

In numerical calculations it is convenient to use the concept of relative
sound power N /N,, where N, can be assumed to be the real power of the source
for k—oco. When k— o0, p(r) = pyc,v(r), and then, according to formula (42),

N, — imN — % 04Ce f v (r)do. (A10)

k—ro0
o

When the sound source is circular and the vibration velocity distribution axially —
symmetrice,

L
Ny = moo, [v2(r)rdr, (Al1)
0

where a is the radius of the circular plate.

Appendix B

The contour integral (see [9])

(1)
f 2717, (be) %, (A12)

C

21

where a > b > 0, r is a complex number, Z, is a cylindrical function of the order
iy |u|+v] < o < 10, can be expressed in the form of the sum of the residua
at the poles of the subintegral function. When ¢ = b, then ¢ < 9.

Using the Jordan lemma and Cauchy’s residua theorem [1] the integra-
tion contour ¢ can be closed in the upper half-plane of the complex variable 2.
This integration covers the two poles of the subintegral function for z =r
and z = 4r. This gives

%f {Zy(bw)HS,‘)(am)—exp(grc'i)Z“[bmexp(ni)] X

: 2 lde R
x HY [azexp(wi)]} (534__?4); ke (=4 [Z,, (br) H (ar) +

+1407%Z, (ibr) HV (iar)]}.  (A13)
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In a specific case for Z, = J,, a = b = 1, considering the relationships
2
7,tir) = exp i 7 ) 1y, 1) = 2 exp | —i41) T | &0,
T
J(—2) = exp(uri)d,(z), HO(—2) = —exp(—ive)H:(x),

(A13) becomes

o 3. ;
£ 2fargs 2o {w-‘[ﬂJ,,(r)Hf,”(rH

[ @@ S— = g

(x* —7*)2 8% dr

+exp [ﬁ'(@—i—ﬂ—v) %] IF(T)K,(?‘)]}: (A14)

when |u|-+ |v] < o< 9.
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THE APPLICATION OF FOURIER INTEGRAL TRANSFORMS IN A GENERAL THEORY
OF DIFFRACTION

ROMAN WYRZYKOWSKI

WSP (35-311 Rzeszéw, ul. Rejtana 16a)

Integral transforms have frequently been used to solve different specific
problems in diffraction. There has, however, been no application of this method
to the fundamental equations of diffraction theory.

The present author shows that a transition from the d’Alambert equa-
tion to the Helmholtz equation for transforms gives all pulse fields, i.e. the
acoustic potential of this field as the inverse transform of the product of the
transform of the time behaviour of the pulse and the potential for a harmonic
wave. This method permits relatively easy calculations of the sound pulse
fields, with the additional assumption that the pulse distribution on the source
can be represented as the product of a position-dependent function and one
which is time-dependent.

1. Introduction

It is now generally known that the use of integral transformation for arbi-
trary (nonharmonic) time behaviour facilitates to a large extent the solution
of diffraction problems. Papers [4, 5, 7-12, 15] in which different integral trans-
formations were used in the problems of pulse diffraction at wedges or half-
planes are now classical. It was found in [6] that a Fourier integral transform
changes the d’Alambert equation into the Helmholtz one and the authors were
thus able to caleulate the field of a pulse-excited point source.

To date, however, there has been no general formulation of this problem,
i.e. the use of integral transformation in the fundamental, general problems
of diffraction theory. It is to these problems that the present paper is devoted.

It is assumed that all pulses considered below do not exceed the condi-
tions set in linear acoustics. The theory of nonlinear pulses requires a completely
different approach, while this subjeet would go far beyond the framework
of the present paper.
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It is also assumed that the pulse which excites the sound source can be
given in the form of the product of a function dependent on spatial variables
and a function dependent on time.

2. Theory

The so-called general theory of harmonic wave diffraction is concerned
with the solution of the Helmholtz equation with definite boundary conditions

Ap+ ke =0, (1.1)

where ¢ is the acoustic potential and % is a wave number. In this case the time
dependence factor exp (+iwt) is neglected and the acoustic potential regarded
as a function of position, which can symbolically be given as

p=e9r), ¢=1,2,3 (1.2)

Naturally, the physical phenomenon in the acoustic field is, according
to the accepted convention, represented by one of the products

¢(z;)exp(int),  @(@;)exp(—iwt). (1.3)

Equation (1.1) is solved in volume area V limited by a closed surface S on
which sound sources are distributed. The sources show the vibration amplitude

%

all
Call

*, Fig. 1. The geometry of the radiating system

distribution u,(x;), where, according to the definition of acoustic potential, ¢,

oy
o (@) = — (6‘%)50’ ' (1.4)
which is shown in Fig. 1. Although the basic literature [13], [16] gives the so-
called Poisson’s integral formula which generalizes harmonic wave theory
to arbitrary time behaviour, but this formula is very complicated and no known
achievements in pulse diffraction theory have been based on it.
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The present paper is concerned with nonharmonic processes; it is assumed
that the acoustic potential is a function of position and time:

¢ = @(x;, 1), (1.5)
i.e. it satisfies the d’Alambert wave function
1 9%
Ap = — =0 1.6
P T (1.6)

in the volume V with the boundary conditions given above. In order to carry out
Fourier integral transformation, the transform of the acoustic potential (1.5)
should first be written in the form [1]

1 o0
D(@;, 0) = ——— fqo(m‘.,t)exp(—iwt)dt. (1.7)
Vor =
Consideration that [1]
O —
T ik )

gives from (1.6) the transform equation in the form

2
A®+%—®:0, (1.9)

i.e.
AP L2 — 0. (1.10)

(1.10)is a Helmholtz equation, but the transform @ (x;) must satisfy also those
conditions which are set in the classical theory of harmonie waves for the poten-
tial itself. As it was mentioned in the Introduction, the authors of paper [6] took
as the basis the fact that the acoustic potential transform satisfies the Helm-
holtz equation and used it in the case of a pulse-excited point source. In the
present paper this problem will be considered in most general terms. Since the
solution of the Helmholtz equation consists in differential and integral operations
on @ with respect to spatial variables, all solutions of the Helmholtz equation,
i.e. for the harmoniec wave potential, give simultaneously the expression of the
Fourier transform of the potential of an arbitrary time pulse.

It can now be considered how the above statement, whose form does
not seem so far to be precise enough, can be used in practice.

In the problems related to wave diffraction the following procedure can
be used: the same Green function as that for harmonic waves [13], [16] is intro-
duced for the transform @(z;, w):

0 0
0w, 0) = [ [0, T —owh T am, @)
S
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and in the case of the so-called acoustic Green function [16] satisfying the
condition

o =0 onthe surface § (1.12)
_ on
this gives finally
oD (x?
(@) goa. (113)

D, @) = [ Glay,af) =0
§

In order to prevent their form becoming too complicated, in the above
fomulae the obvious dependence on » was not given under the integral. The
symbol o refers to the sound source.

The derivative d@/on can now be interpreted on the surface of the sound
source. From the transformation formula (1.17)

fele ]

a £ ~ o (@, t
5 ek %_i‘ o (x;, t)exp( —iowt)di = —i L(:?:—'—lexp(—iwt)dt, (1.14)

and from the definition of the acoustic potential (1.4)

oD 3 .
— = fuu(w,.,t)exp(—mt)dt = Uy lty, ), (1.15)

It can be seen that the derivative a®/on represents the Fourier transform
of the vibration velocity on the sound source. It should be stressed that in this
case ,(2;, 1) does not denote the vibration velocity amplitude but the time
behaviour of the pulse velocity, which in a general case is also a function of
Pposition. Since the direction outside from the volume V is taken as the positive
direction of the normal and the opposite direction as the positve direction
of the vibration velocity, from formula (1.15), (1.13) can now be written as

Dy, 0) = [ Gy, a?) Uy (a2, 0)do®. (1.16)
S

Particularly for a half-space bounded by a rigid plane on which the sound
sources lie, using the notation from Fig. 1, the Green function can be given
in the form

1 exp(ikir —r,))

Gr, r,) =
(r, 1) i iy

(1.17)

Formula (1.16) which represents the acoustic potential tranform as a fune-
tion of position and the angular frequency w now becomes

_ 1 rexpliklr—r)]) '
D(r, w) *Tj;_‘ S Uy (1, w)do®. (1.18)

S0
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In practical cases it is almost always possible to represent the pulse velo-
city distribution as the product of the position and time functions , L.e. to assume
that all points of the source are excited by the same time behaviour. In such
a case

o (@3, 1) = wo(a)f(1). (1.19)
Using the Fourier transform (1.15) in %,(«;, #) only the time function It
is transformed, i.e.

6@ ~ . d 0 F 1
S —uo(w‘-)_ff(t)exp(——mt) t = —uy(a}) F(w), (1.20)

where F(w) is the transform of the function representing the time behaviou
of the pulse f(?). Therefore, using the notation from Fig. 1,

Us(ro, ) = o (1) F (o). (1.21)

Since the spatial variables are integrated in formula (1.16), this formula
can be written in the form of (1.21):

D1, 0) = F(o) [, r)ury)de, (1.22)
So
and in a specific case for a half-space
F el —
o, u) « L@ f D Ol iy (1.23)
2 K jr—mr,|
0

Formulae (1.22) and (1.23) permit some very important conclusions
to be drawn. Considering that the wave number & = w/e it can be seen that
the integral

O, (r; 0) =[G, ro)uy(ry)de® (1.24)
Sy
or the integral

)
exp (a ?]r—r.ﬂ)
D (r =—
(1, @) 2= J [r—r,|

o (1) do® (1.25)

represent the spatial distribution of the acoustic field of a harmonic wave as
determined from the amplitude distribution such as the spatial pulse distri-
bution w,(r,). In addition @,(r, w) can be replaced with all solutions of the
Huyghens integral formula (1.24) known from harmonic wave acoustics. Know-
ing @,(r, w) this value should be multiplied by the transform F(w) of the time
behaviour, achieving the acoustic potential transform of a real pulse field

D(r, w) = F(o)D,(r, o). (1.26)
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Such a simplification is valid only when formula (1.19) can be used.
The potential of the acoustic field is determined as the inverse Fourier
transform of formula (1.26), i.e. this potential is given as the integral [1]

1 o0

D(r, 1) =—— _[F(w)qb,(r, w)exp (iwt)do. (1.27)
Vor e

In the case when the source receives a pulse in the form of the Dirac

distribution é(t) and in view of the fact that the Fourier transform of this pulse
hag a value of wunity [1]:

Fplw) =1, (1.28)

the potential of the acoustic field is given direetly in the form of the integral

00
ep(ry1) = [ @(r, w)exp(iot)do. (1.29)
Formula (1.29) indicates that all acoustic fields calculated for harmonie
waves can be regarded as Fourier transforms for Dirac pulses while integral
(1.29) transforms it into the field of these pulses.
It should be pointed out that the above train of thought is most general
and can be applied to any acoustic field, also including fields of diffracted waves.
In considering the problems in wave diffraction by an obstacle two spe-
cific cases can be distinguished, i.e. an ideal rigid obstacle on which, S,, the
summary acoustic field, which is the field of incident and reflected waves,
satisfies the condition [16]

2
(_%) X (1.30)
on 8,

and an ideal compliant obstacle on which the summary acoustic field gives
zero acoustic pressure. For harmonie waves this is equivalent to the condition
[13], [16]

=0 ong,. (1.31)
In the case of pulses the relavant condition (1.31) has the form [16]

O
P =55 Q—E- =0 ong,, (1.32)

i.e., in view of the fact that p denotes here the density of the medium in rest,
there is the eondition

(1.33)
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In a general case there is the so-called impedance condition. Designating
as 2° the impedance of the obstacle surface by which waves are diffracted, ac-
cording to the definition of acoustic impedance [13], [16],

P (Op/at)g,

= oy, 0 ©): (1.34)

In a general case, the acoustic impedance on the diffracting surface can
be a function of position and frequency, whereas the acoustic field on the surface
should be such that p/u is independent of time, which would limit the class
of pulses for which the diffraction problem can be solved with general impedance
conditions.

Wishing to apply the concept given at the beginning of this section to
diffraction problems, i.e. wishing to regard the potential of the harmonic field
of diffracted waves as the Fourier transform of the pulse (after multiplication
by F(w)), one must first investigate the boundary conditions for this transform.
In view of the fact that the impedance conditions occur infrequently, the pre-
vious order will be retained, i.e. ideal rigid, compliant and, finnally, “impedance”
surfaces will be considered in that succession. From formula (1.15) condition
(1.30), after Fourier transformation, in view of the additivity of the transforms,
requires that the following equation should occur for the summary acoustic
field,

P,

f =0 on8
an sl

(1.35)

for an ideal rigid surface. In turn on the ideal compliant surface the derivative
dp,/ot undergoes Fourier transformation, i.e., in view of formula (1.8), there
is the condition [1]

®, =0 ons,. (1.36)

It can be seen that in the two specific cases, infinitely rigid and infinitely com-
pliant wave diffracting obstacles, the boundary conditions for the transform
are the same as those for the acoustic potential of harmonic waves. This permits
any acoustic field of diffracted harmoniec waves to be treated as the field of
the pulse transform @,, which when multiplied by the transform of the time
behaviour F(w) gives the transform of the diffracted pulse field and the desired
acoustic field in the form of integral (1.27) or integral (1.29) for the Dirac pulse.

For the impedance condition (1.34)

Op dp
e (T“-)s = 2p (@, W)(W)sp' (1.37)

In formula (1.37) both the acoustic potential ¢ and its derivatives (g /at)s
and (atpfﬁ‘ﬂ)s are time functions, whereas the impedance of the surface is
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independent of time. A direct Fourier transform of equation (1.37) gives

o0 a =]
3 i (%s)spexp(—iwt)dt =l 0) ! (%)Spexp(—iwt)dt. (1.38)

In formula (1.38) the impedance, as it is independent of time, was moved
before the integral sign. '
From formulae (1.8) and (1.15), formula (1.38) becomes

0D, (7;, ) = 12, (25, ) Uye(@;, 0), (1.39)
ie.
des(mi Ll w) i
L SN game Sl s 1.40
U@ w) w20 ) e
Formula (1.34) which represents the impedance condition takes in the
case of a harmonic wave the form ((1.32) for ¢(z;, 1) = ¢(x;)exp(—iwt))
o (#;) 32 i -
) s wzp(a';i), (1.41)
i.e. the same as (1.40).

In all cases the boundary conditions are the same for transforms as those
for the acoustic potential, permitting the pulses from the diffracted acoustic |
fields of harmonic waves to be determined by the present acoustic field method.
This approach facilitates to a large extent the solution of the problems of pulse
diffraction by obstacles of different shape, and when the solution for harmonic
waves is known the pulse field is obtained in the form of a single integral (1.27) |
which can be evaluated analytically or numerically. j

3. Applications of the theory

The theory given in section 1 can be illustrated by such a large number
of examples that this would exceed the range of the present paper. In principle
it is enough to multiply all solutions for a harmonic acoustic field by the trans-
form of the relevant pulse and as a result the transform of the pulse field poten-
tial can be achieved.

Since, as it was already mentioned, various integral transformations have
been used to solve the problem of wave diffraction Dy a wedge, only a few examp-
les will be given here to illustrate direct source radiation. '

1. A system of two point sources distance d (Fig. 2) apart will be given
as the first example. Both of the sources receive the same Dirac pulse é at a time
t = 7. The acoustic field distribution in the far field will now be investigated.
The vibration velocity amplitude in the formula of the far field potential can be
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assumed to have a value of unity. The formula for a harmenic wave [13], [16]
can be written directly as the formula of the transform for the Dirac pulse

)
exp(—z?r.,)
Op(P, 1) = —— 2L

wd wd
exp (¢ — siny|cos [ — siny]. 21
7y 3 ( Ze y) ( 2¢ y) et
5
3

?
d|

I T,
ol
|
|
Fig. 2. A system of two point sources é

The acoustic potential can be achieved as the inverse transform of [2.1),
i.e. given by the integral

e}
| d ; d
gp(P,1) = K__;[ exp [’iw (Ec_ siny — ?—00+t)] €08 (%siny) do. (2.2)
In integration of (2.2) only the even part remains, i.e.
2 7 d 17 d
op(P, 1) =—f cosw(— siny — - —f—t) do + —f cos (w—si.ny) do.  (2.3)
To ¥ c ¢ To 4 2e
The use of the formula of cosine produet in the subintegral expression gives [3]
1 r d 1
op(P,1) = —f co8 (— siny —fi_u) doo+ —f cosw (ﬁ—t) do. (2.4)
ro o ¢ ¢ Toy ¢
The two integrals represent the Dirac distribution, according to the for-
mula [2] :
[ cos(an)de = mé(a). (2.5)
0
Finally,

8 —z). (2.6)

d
ol P, 1) = -"ia(— siny—ﬁ+t)+ia(
"o C ¢ ¢

" TO
a¢

It can be seen that at the point P of the far field the Dirac pulse J occurs
twice, i.e. at a time t,:

Proifsdl &
ik S oy 2.7
% . gty (2.7)

6 — Archives... 4/83
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and at a time {,:

. (2.8)

The time %, is the time required for the pulse to reach the point P from
the centre of the system, i.e. from the point 0 on the section d between the
gources. In turn the time t, is caused by the asymmetry of the position of the
point P with respect to the sources, and in the case when y = 01, =1, = ryfe.

z
Plz:)

{* i &

Fig. 3. The piston in the bhaifle

2. Another example is provided by the near field on the so-called axis
of the acoustic system consisting of a rigid piston, i.e. a piston which vibrates
all over its surface, placed in an infinite, rigid baffle (Fig. 3), when it receives
a Dirac pulse. Assuming the vibration velocity amplitude in the formula of
the harmonic solution to have a value of unity, the near field expression [13],
[16] can be given in the form of the transform of the Dirac pulse

&y (2, ) = 2pcexp [ —fé% (Var+22 + z)] sin [% (Va2 + 2 —z)]. (2.9)

The acoustic potential itself on the z axis thus becomes

oo

¢@,n=zzge_£ exp[-ié%(ﬂat+zz+z{]Mn[é%(Vat+z2ﬂzﬂexp@wndw.

(2.10)

Like in the previous case, in integration only the even component remains
and therefore

@, 1) = -—213! sin [% (l/a2+z2+z)—wt] sin [;;— (}/az-l—zﬂ—-z)]dw. (2.11)
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The use of the formula of cosine product on the left of (2.11) [3] gives

(2, 1) = —ifcosm(-f—;—t)dw—]—ifcosw(%()/az-l—za—t)dw. (2.12)
0

0

Using formula (2.5) again
; 2 ] 1 ,—
p(2,1) = —ind (—E-—t)—f—'mﬁ (z l/aa-{—z“——t) (2.13)

(see formula (17) in [14]).

This result is very interesting. Apart from the term i which in complex
number notation denotes phase shift, it can be seen that at the point P the Dirac
pulse occurs twice, namely after the time {,:

4
t]_ e (2.14)
— this is a pulse coming from the centre of the piston and after the time Bt

ooy I/a,"—]—z2

C

o (2.15)

The time ¢, is the time required for a pulse from the circumference of the piston
to reach the point P. The action of the piston at all points P in the near field
can be reduced to the superposition of the pulse from the centre and the one
from the circumference.

f(t)

I |
!
| |
| L e
Fig. 4. The shape of the rectangular pulse -t, 0 t ¢

3. The final example to be considered here is a piston which is the same
as that in example 2, but which receives a rectangular pulse (Fig. 4) with height
of unity and active from ¢ = —t, to t = #,. The function f(¢) is here the distri-
bution

1 —ty <t < 1
£(1) = ) (IS AR

(2.16)
0 Wazoiagepsig:
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In view of the symmetry of f(f) the transform F(w) can be written in
the form of the so-called cosine trangform [1]

P 2si 1
F(w) = [ f(t)cos(wt)dt = b Gosac: By (2.17)
0 w
From formula (1.26) the acoustic potential transform beeomes
2si i el
D(z, o) =M exp [fi é% (l/az—}—zz—{—z)] 8in [Ew(,? (}/az-}-zﬂ —z)], (2.18)
w

whereas the acoustic potential itself on the 2 axis takes the form of the transform
inverse to (2.18):

- PSP
gz, 1) =2¢ f §m£0ﬂ exp[ —@'w(l/a :—z —t)]sin [%(Va’—f—za—z)] dw.

—00

(2.19)
Congidering the odd and even form of the subintegral function

s 4‘5f sin (oty) [w (t_ n/a=+zz+z)]sin [% (‘/—az+zz_z)]dm_
0

w 2¢
(2.20)
The use of the formula of triple sine product [3] gives

: ¢ 1 —\ do
@(z,1) = 'bf sin w (t—l—to— —l/a2+z2)—+
g ¢ ®

S z2\do [ . 1. =g
—l—@f sinw t~tn—? ——%f sinw t—t[,—l—?l/aﬂrzz ek
(4]

w )]
(1]
~ d
+¢f sinw(t—tuﬂi)—w. (2.21)
C w

0

All the four integrals have the form [3]

T

E‘, 'm>0,
f SCOIRPRE RRELED PSRRI 2.22) -
0 -

-——213, m <0

It follows from the analysis of the value of the individual integrals that they
reduce so that the gate pulse does not occur at the point P until the time (z/¢) —1,

and lasts till the time (Va2+2%/c)—1,.

T T W
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A BRIEF REPORT ON WORKSHOP ON ULTRASOUND THERAPY AND ULTRASONIC
POWER MEASUREMENT

A one day Workshop and Exhibition on Ultrasound Therapy and Ultrasonic Power
Measurement was organised on 14th Feb. 1983 by Ultrasonic Society of India (USI) in col-
laboration with National Physical Laboratory, New Delhi and Delhi Productivity Couneil
at National Physical Laboratory, New Delhi-110012. The purpose of the Workshop was to
discuss the significance of calibration procedures of ultrasonic power output and frequency
for therapeutic applications by bringing together the medical doctors, physicists, and engi-
neers on a common forum. The subjects covered in the workshop included various aspects
of ultrasonic therapy, calibration procedures for characterizing output of therapeutic devices
and the most important of all were the future recommendations.

The Workshop was inaugurated by Dr. A. R. VErmaA, Jawaharlal Nehru Fellow and
Patron of the Ultrasonic Society of India. Dr. C. R. HiLL, Head of the Dept. of Medical
Physics, Institute of Cancer Research, U. K. and Dr. K. BrReNDEL, Head of} Ultrasoniecs,
PTB, West Germany, delivered invited talks on the subject. More than fifty scientists includ-
ing the foreigners attended the Workshop.

In total eight papers were presented in two sessions. The forenoon session was devoted
to the therapeutic effect of the ultrasound and the afternoon one to the measurements of
parameters relevant to ultrasonic therapy. The presentation of the papers was followed
by panel discussion on The significance of calibration of ultrasonic power output for therapeutic
equipment.

The important recommendations of the panel were as follows:

1. Teaching courses should be held for the training of the doctors in the calibration
procedures for therapeutic equipment with a special emphasis on significance of this practice.

2. Portable and rugged ultrasonic power meter should be developed for calibration
output of therapy units for use in hospital.

3. Detailed studies on the bioeffects of therapeutic ultrasound should be carried
out in order to make treatment by ultrasonic therapy more effective.

V. N. Bindal (New Delhi)




