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In this paper a mathematical model is developed to study piston impact
and cylinder liner vibration in internal combustion engines. The aim of this
study is to assess the effect on cylinder liner response (and, therefore on piston-
impact induced noise) of certain design modifications such as eylinder liner
stiffness, .piston mass, and piston/cylinder liner running clearance. A single-
mode representation of cylinder liner vibration is developed using the assumed
modes method, where the cylinder liner is modeled as a thin cylindrical shell
with fixed-free boundary conditions. Expressions for the kinetic and potential
energy of the system, and for the generalized mass and stiffness of the system
are developed. Lagrange's equation of motion is used to derive a differential
equation of eylinder liner motion. The equation of motion for the piston is derived
by assuming that the piston motion is pure translation. The initial conditions
for cylinder liner response arc developed from the conservation of momentum
of the piston and the cylinder liner at impact. Experimental cylinder liner
vibration data from a diesel engine are used to verify the accuracy of the piston
impact model. Agreement between the experimental data and the cylinder
liner response predicted by the mathematical model is generally good, but some
discrepancies do exist. A computer simulation of the model is used to study
the effect of parameter changes.

List of symbols

’

a’ — radius of eylinder liner s
A — area of the top surface of the piston -
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elastic modulus of cylinder liner material
horizontal force applied to the piston

thickness of cylinder liner

generalized stiffness of the cylinder liner

length of cylinder liner

generalized mass of the cylinder liner

mass of the piston

generalized mass of the piston

circumferential mode number

eylinder pressure

generalized coordinates of the cylinder liner
generalized force on the cylinder liner

distance from crankshaft axis to the top of the cylinder liner
radius of crankshaft

length of connecting rod

time

kinetic energy

potential energy

longitudinal coordinate of the cylinder liner
longitudinal position of piston pin
normal displacement of the cylinder liner L
angular coordinate of the cylinder liner
damping ratio

displacement of the piston

angular rotation of the crankshaft

Poissor’s ratio for cylinder liner material
density of cylinder liner material
normalized mode shapes of cylinder liner
mode shape of cylinder liner in the = direction
mode shape of cylinder liner in the « direction
angular velocity of the crankshaft

natural frequency of eylindrical shell

1. Introduction

-

Vehicle noise, particularly noise from trucks and buses, is a major source
of annoyance to people living in industrialized urban areas in this' country,
as well a8 England, Japan, and most industrialized European countries. The
United States and several other countries regulate the amount of noise emitted
by heavy trucks and other types of vehicles. In the United States, for example,
the Environmental Protection Agency [1] has established noise limit regulations
for new medium and heavy trucks stating that the noise level shall not exceed
83 dB(A) (measured at 15.2 m from the side of the truck during a pass-by test)
beginning in January 1978. Another set of regulations [2] applies to users of

medium and heavy trucks.
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Most heavy trucks are powered by diesel engines. Because of increased
power requirements and energy considerations, the percentage of medium
trucks using diesel engines is increasing. Diesel engines are noisier than spark
ignition engines of similar horsepower rating because of a high peak cylinder
pressure and a short cylinder pressure rise-time during ignition.

Extensive studies have been conducted to define the sources of noise of
diesel engines [3]. Combustion excitation is the main source of noise fornaturally-
aspirated engines, while piston impact and other mechanical noise sources are
of secondary importance. However, for turbo-charged engines, piston-impact
generated noise is more important than combustion and other mechanical
noise sources [4]. In a turbo-charged diesel engine the peak cylinder pressure,
and, therefore, the forces that accelerate the piston, is higher than the peak
eylinder pressure in a naturally-aspirated diesel engine. On the whole, however,
turbo-charged diesel engines are quieter than their naturally-aspirated counter-
parts because turbo-charging smooths the combustion process, thereby reducing
the combustion noise.

Fig. 1 shows two one-third octave spectra of the noise of a 350 hp turbo-
charged diesel engine commonly used in heavy trucks. The upper spectrum is
the noise of the engine fitted with standard pistons; the lower spectrum is the
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Fig. 1.  Diesel engin'e noise spectra L | l | 1
showing the importance of piston 500" " 1000° 2000 4000 ' 6000
impact frequency [Hzl

noise of the same engine fitted with oversize pistons to minimize piston impact.
A reduction of the overall noise by about 3-4 dB(A) was observed by this modi-
fication, indicating that piston impact accounts for at least fifty percent of the
sound power of this engine. : ' ; \
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The mechanisms of the piston impact phenomenon can be seen in simplified
fashion in Fig. 2. During the compression phase of an engine cycle the piston
is held in sliding contact with one side of the cylinder bore by the horizontal
component of the force applied to the piston pin by the connecting rod. This
force component reverses direction at top-dead-center (TDO); and the piston

—= |e— running clearance ( exaggerated )
/— gas pressure piston impact
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|/ piston
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(combustion phase )

Fig. 2. Bequence of events showing piston-impact phenomenon

is accelerated across the cylinider bore until it impacts the opposite side, where-
upon sliding contact resumes. Because the peak pressure in the eylinder at TDC
may exceed 107 Pa, the horizontal component of the force on the piston can be
a8 high as 9000 N for a large-bore diesel engine. The result of this large horizontal
force is a severe impact when the piston strikes the cylinder wall.

In most diesel engines the cylinder wall is actually a cylindrical shell pressed
into the block at the upper edge. Measurements on the outer surface of the
cylinder liner have shown that the acceleration of the cylinder liner can
exceed 150 G when piston impact occurs. Coolant water circulates around the
outer surface of the cylinder liner. The energy released upon impaet is transmitted
through the coolant water to the external surfaces of the engine block where
it is radiated in the form of sound.

A number of researchers have analyzed the motion of the piston with the
aim of understanding piston impact noise. Work in this field has recently been
reviewed by HAYES [5, 6], and some of the more comprehensive studies will be
discussed here. FIELDING [7, 8] developed an elaborate set of equations deseribing
the behavior of the piston as it travels across the cylinder bore. He used the final
feloeity of the piston to calculate the impact energy (kinetic energy on impact)
.of the piston on the cylinder liner. This parameter was used to estimate what
effect certain design changes would have on piston-impact induced noise. FuJi-
MOTO, et al., [9-11] have studied the effect of oil-film cushioning and ring-groove
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friction on piston motion. They used a reciprocating compressor to avoid the
complications of combustion, and obtained some photographs showing piston
contact area by using a transparent cylinder liner. ;

Neither of the above studies congidered the behavior of the eylinder liner
after impact. HADDAD and ForTESCUE [12] and HADDAD [13] have used
an analog computer simulation to study the vibration of the cylinder liner.
They used a two-mode expansion to represent the cylinder liner.

The remainder of this paper discusses a mathematical model for piston
impaet and eylinder liner vibration. Of particular importance in this study was
the response of the cylinder liner to piston impact. Another aspect of this
study [6] was concerned with developing a coherence model to predict piston
impact noise. The cylinder liner vibration is used as an input parameter in‘ the
model.

.

2. Experimental observations

As a preliminary to the mathematical model, several experiments were
conducted to determine the characteristics of piston impact and vibration.
Accelerometers were mounted inside the coolant passage on the external surface

acceleration [100G /div 1

Fig. 3. Typical cylinder liner
acceleration time-histories
a — one complete engine cycle (720°
of crankshaft rotation), b — major = =
vibration near TDC, ¢ — low-amplitu- —= l=—5ms
de vibration, d — high amplitude i 1 | |

vibration due to piston impact '

time [lmsl

of the cylinder liners of the diesel engine described with reference to Fig. 1.
Thése accelerometers were mounted at a point on the cylinder liners correspon-
ding to the midpoint of the piston at impaet. Fig. 3 shows a typical acceleration
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time history, for approximately 720° of crankshaft rotation, with the engine
operating at rated horsepower. As can be seen from Fig. 3a, the most significant
region of vibration (typically 125 G maximum acceleration) begins slightly
prior to TDC (between the compression and expansion strokes) and has a dura-
tion of about 5 ms. Figure 3a also reveals vibration due to five other lesser
piston impacts that may oceur during the intake, compression, expansion, and
exhaust eycles of the engine, as well as vibration due to other mechanical forces.
The piston impact near TDC is almost always the most important of the six
piston impacts that may ocecur for each-720° of crankshaft rotation [11, 12].
All the vibration except the major vibration near TDC was edited from the
data, Fig. 3b. The effect of this can be seen in Figs. 4a and 4b which show the
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Fig. 4. Spectra of acceleration time-histories in Fig. 3
& — one complete engine eycle, b — vibration near TDC, ¢ — low-amplitude vibration, d — high-amplitude vibra-
tion

spectra of the vibration signals in Figs. 3a and 3b, respectively. This editing
procedure was used to make interpretation of the spectra easier, as seen by
comparing Figs. 4a and 4b. There was not a sufficient number of data eycles
available to smooth the spectrum in Fig. 4a using traditional ensemble-averaging
techniques. The vibration time-history was further edited when it was noticed
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that the vibration near TDC consisted of two parts: a low-amplitude vibration
beginning just prior to TDC and lasting about 2 ms, followed by a high-amplitude
vibration lasting approximately 3 ms. It was observed that the low-amplitude
vibration was very high frequency and randoni in nature, and it did not repeat
well from engine cycle to eycle. On the other hand, the high-amplitude vibration
(due to piston impaet) was quite repeatable from cycle to cycle. The spectra
of the vibration time histories in Figs. 3¢ and 3d are shown in Figs. 4¢ and 4d,
respectively. g

From Figs. 3 and 4 it can be seen that piston impact causes the cylinder
liner to vibrate over a broad range of frequencies between 1000 and 3000 Hz,
with a maximum vibration around 1900 Hz. The data in Fig. 1 seem to support
this conclusion as well. The natural frequencies w, of a circular cylinder of
uniform thickness, clamped at one end and free at the other, are given by [14]:

=_l/(0595n)( Shmas (h')zl/_ 2

where a’, ' and L are the shell radius, thickness, and length, respectively,
and where B, o, and p are the Young’s modulus, density, and Poisson’s ratio,
respectively, of the shell material. The natural frequencies given by equation (1)
are for modes with no circumferential node lines and 2n longitudinal node lines.
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Fig. 5. Mode shape for fundamental vibration of clamped-
free cylindrical shell

The lowest natural frequency for such a shell is when n = 2 [14], i.e., the shell
cross-section deforms into the shape of an ellipse, see Fig. 5. For the steel cylinder
liner in the diesel engine used in this study: L = 277 mm, ¢’ = 74.7 mm, and
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&' = 8.26 mm which yields a natural frequency of 1600 Hz using equation (1).
In reality, the cylinder liner is restrained slightly at the lower end by a visco-
elastic gasket. This would cause the actual natural frequency to be somewhat
higher than equation (1) prediets.

Mechanical impedance tests were carried out to measure the natural frequen-
cy and mode shape of the cylinder liner. This was accomplished by removing
the piston from one of the cylinders and attaching a small vibration exciter
at the point on the cylinder liner where piston impact occurs. This test revealed
the existence of the elliptical mode at approximately 1800 Hz.

The preliminary tests described above indicated that the cylinder liner was
responding to-piston impacts at its fundamental resonant frequency, and that

w=swshigher modes were not important. Note, however, that Fig. 4 shows some
vibration response near 6 kHz that may be the result of higher modes. But,
from the practical viewpoint of noise reduction, only noise in the 500-3500 Hz
region is important (see Fig. 1).

3. Piston impact model g
When a single vibration mode dominates the overall response of a-complex
dynamie system, it is convenient to define an equivalent single-degree-of-freedom
system to approximate the response of the real system. One way of accomplishing
this is to use the method of assumed modes. In general, the normal displacement
y(x, a, t) of the shell can be represented by [15]

m &
(@, a,1) = 3 (@, a) (1), (2)
i=1
where @,;(x, a) are the assumed mode shapes, where g¢;(1) are the generalized
coordinates, and where x and a are defined in Fig. 5. For a single mode (m = 1)
expansion, equation (2) reduces to:

y(@, a,t) = Dy(w, a)q,(t). (3)

The assumed mode @(x, a) is orthogonal in terms of # and a and can be
written

By(2, a) = Py(@) Dola), (4)

where @, () is the portion of the assumed mode dependent only on # and @,(a)
is the portion dependent only on a (see Fig. 5).

The assumed mode shape was chosen such that the deflection @,(x) along
the length of the cylinder was the static deflection due to a uniformly distributed
force. The deflection @,(a) along the eylinder circumference was chosen to have
four node lines.
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Thus:
@it afe\® 1!
@z(m) = 2 (_f) -"?3-(3—) +_3—(f) ’ diﬂ(a) = 0052(1.,
and
s\ E R e
D, (z, a) = {2 (f) _E(f) —}—-:—3-(-3) }cos2a. (5)
Regarding external forces as nonconservative, Lagrange’s équa-tion of
motion has the form
d(aT) 6T+6V o) 6‘
i \og) "o "o W

where Q(t) is the generalized force, and where T ﬁnd V are the kinetic and
potential energies, respectively, of the system. The kinetic energy can be found
from

T = —mnq”(t ' (7)
and the potential energy can be found from

1
Vi) = Eknﬁﬁ (), (8)

where m,, is the generalized mass and k,, is the generalized stiffness of the
system. Using (7) and (8), equation (6) becomes:

mn&l(t) +k1q:(8) = Q(1)- (9)

The generalized mass of the cylinder can be found from -

en L

my = a'ffm(m,a)q)i(w, a)dzda, - (10)

where m(xz, 0) is the surface density of the cylinder. The generalized stiffness
of the cylinder cannot be calculated as easily, but it can be approximated by

by ~ wimua ‘ (11)

where o, is the natural frequency found from equation (1).

When the piston is in sliding contact with the cylinder liner, the mass of
the piston will modify the equivalent mass of the system. This effect can be
included by calculating the generalized mass of the piston a point at a distance
=z, from the top of the cylinder liner. (Note: This approach assumes that the

piston remains in contact with the cylinder liner after impact. The consequences
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of this assumption will be discussed later in this paper.) The generalized mass
of the piston M, is

-Mp =¥ M@f(ml,O), (12)

where M is the mass of the piston. M also includes the mass of the piston pin
and the mass of that portion of the connecting rod assumed to be lumped at
the piston. :

The distance x,; corresponds to the piston pin location and is found from the
kinematics of the slider crank mechanism

@,(t) = R+R,cos 0 —R,[L —(R,/R,)2sin?07", (13)

where R is the distance from the crankshaft axis to the top of the cylinder
liner, B, is the radius of the crankshaft, R, is the length of the conneecting
rod, and 0 = wt is the argle of rotation of the crankshaft rotating with
angular velocity w; 0 = 0 is at the bottom-dead-center position of the piston.

The horizontal component of the force at the piston pin helps to hold the
piston in contact with the liner after impact has occurred. Because this force
is a time-varying one, it will excite the cylinder liner. Assuming that this force
is applied at a point at a distance x, from the top of the cylinder liner, the
generalized forcesis

Q(t) = F(t)Py(21, 0), (14)

where #; is given by equation (13) and where F (?) is the horizontal corﬁponent-
of the force applied to the piston at the piston pin. This force can be found
from [5]: -

2
T = —&{AP(B)sinB %ng[il— sin 26+ iii31113(9]}, (15)
B, : 2 R,
‘where A is the area of the top surface of the piston and P(0) is the cylinde
pressure. !

It can be seen from Fig. 3d that the cylinder liner.vibration is underdamped,
but it is difficult to caleulate the damping in the system. Several damping
mechanisms occur during piston impact. These include: structural damping of
the eylinder liner and piston, damping due to oil-film cushioning and ring-groove
friction [9], and damping due to the radiation of sound from the external surfa-
ces of the cylinder liner. When such complex damping mechanisms ocecur in
a system, it is common to estimate an equivalent viscous damping ratio from
experimental data. Defining the equivalent damping ratio {, the generalized
damping force is 20w, (M, +M,)q,(1).

Using equations (9) and (11), as well as the above mentioned results for
equivalent visecous damping, an equation representing an equivalent single-
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ilegree—oi—freedom system describing the vibration of the cylinder liner after
impaet is

L . w, s s
00 +200nin 0+ [ ) = (16

This model is represented schematically in Fig. 6. Fig. 6a shows the model
while the piston undergoes free-travel just prior to impact, while Fig. 6b repre-
sents the model after impact. During piston free-travel, equation (16) with @ (¢)

q,(t) n

‘EJ-I
——|:‘ :l I:'_ ol
7

\\\\\\\\

al

Fig. 6. Models for piston impact and cylinder
liner vibration
a — model during piston free-travel, b — model after impacy, b)

and M, set equal to zero represents the motion of the eyhnder liner. The motion
of the plston during free-travel is governed by

F(t) = My, (17)

where #(t) is the displacement of the piston; # = 0 corresponds to the piston
in contact with the non-impact side of the cylinder liner.

Some comments are in order concerning the shortcomings of the model
represented by equations (16) and (17). A detailed model of damping has inten-
tionally been avoided by the use of an equivalent viscous damping ratio determi-
ned from experimental data. The use of an experimentally determined damping
ratio facilitates the description of the model, but provides very little insight into
the actual damping mechanisms responsible for dissipation of the mechaniecal
energy of the cylinder liner. This is a very challenging topic of research which
was beyond the scope of the present study.

Equation (17) assumes that the piston motion durmg free-travel is pure
translation. This is a highly ideal situation, and results in a very simple formula-
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tion for the piston momentum just before impact. In practice, however, there
exist unbalanced moments, due to friction and the fact that the piston pin does
not usmally coincide with the center-of-gravity of the piston, which impart
angular momentum to the piston. These effects alter the piston-impact process
by producing more than a single impact that results from equation (17). An
example of a model that includes rotation is given in [7].

4. Initial conditions

Once initial conditions are specified, equations (16) and (17) can be used to
simulate piston impact and cylinder liner vibration. All of the parameters in
these equations except P(0) and « can be found from the dimensions of the
cylinder liner and the slider-crank mechanism. P(6) and o describe the operating
conditions of the engine and must be specified before simulation can take place.
This information is usually known by engine designers from theoretical models
or prototype engines. For this study the cylinder pressure was measured at
rated horsepower and speed (w = 220 s-1,) with a piezoelectric pressure
transducer mounted in the cylinder head above one of the eylinders. Fig. Ta
shows the measured cylinder pressure (as a function of crankshaft angle), and
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Fig. 7. a — cylinder pressure at rated horsepower as a function of crankshaft angle, b —
horizontal component as piston forece computed from Fig. 7a using equation (15)
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Fig. 7b shows the horizontal component of the piston force computed from
the data in Fig. 7a with the aid of equation (15).

The simulation is broken into three stages: the compression stage, in
which the piston is in sliding eontact with the nonimpact side of the cylinder
liner; the free-travel stage, in which the piston traverses the cylinder bore;
and the expansion stage, in which the piston is in sliding contact with the
impact side of the cylinder liner. These stages are discussed below:

1. Compression stage (0 < < #,): During this stage equation (16) describes
the behavior of the cylinder liner and the piston. This stage begins at bottom-
dead-center (0, = 0), and the initial conditions are

q(0) = q(0) =0, (18)

i.e., it is assumed that no residual vibration is present from previous piston
impacts. This stage terminates when 6 = =; at this point define ¢ = ;.

2. Free-iravel stage ({, <t < {,): During this stage equation (17) governs
the piston motion, and the initial conditions are

7(t,) 3 ¢:1(t), i(t) = q(t), (19)

where g, (,) and ¢, (t,) are the generalized displacement and velocity, respectively,
of the cylinder liner at the end of the compression stage. These conditions are
also used as initial conditions to solve equation (16), with @, = 0 and M, =0,
to find the vibration of the cylinder liner during piston free-travel. The free-travel
stage ends when 5 = §, where ¢ is the running clearance between the piston
and the cylinder liner; at this point define ¢ = ¢,.

3. Expansion stage (, < t < t3): During this stage impact takes place and
the piston is once more in sliding contact with the cylinder liner. Equation (16)
governs the vibration of the cylinder liner. The initial displacement of the
cylinder liner is ¢,(#) = ¢, (%,), but the initial condition of the generalized velocity
must be determined from conservation of momentum. Just ‘before impact the
momentum of the piston is M (#,), and the generalized momentum of the liner
is M,,q,(t;). The momentum of the piston/cylinder liner just after impact is
(M, +m,,)q(tF), and the initial generalized velocity for this stage is, therefore:

M (ty) +mqy !-11 (t2)

20
M +my, e

‘.711”;) =

‘Equation (20) assumes that the piston impact is inelastic (i.e., no piston
rebound). This same assumption was made by FIELDING [7] in his work. Other
experimental results indicate that rebound is very small [12] or nonexistent [11].
A careful study of the liner vibration (Fig. 3) with an expanded time scale did
not reveal any evidence of multiple impacts. If rebound is found to occur,
then equation (20) may be modified by including a coefficient of restitution [12].
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5. Results and discussion

Using the data in Fig. 7a, along with the dimensions of the diesel engine -
used in this study [5], a simulation of the mathematical model was made using
a digital computer. Fig. 8a shows the results of the computer simulation (solid
line) and the measured ¢ylinder liner acceleration time-history (dashed line) for
the diesel engine operating at rated horsepower and speed.
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Fig. 8a, Measured (dashed line) and predicted (solid line) cylinder liner aceeleration time-histo-
ries

The experimental data in Fig. 8a is the same data in Fig. 3a, but a low-pass
filter (4000 Hz break frequency) was used to remove the high-fre§uency vibra-
tion that corrupted the original acceleration signal. Note, also, that the accele-
rations in Fig. 3 are inverted.

The actual cylinder liner and piston running clearance was not precisely
known, but the manufacturer believed that it was in the range of 0.13 to 0.20 mm.
A clearance of 0.18 mm aceurately predicts the point of impact (approximately
12° after TDC) (see Fig. 8a). The damping ratio ¢ used in the computer simula-
tion was 0.13. This value of { was selected because it made the settling times of
the experimental and computer simulation data approximately equal. The high
value of damping cannot be accounted for solely by structural damping mecha-
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nisms; other damping mechanisms, such as ring-groove friction and oil-film
cushioning, are probably more important [11].

The simulation data in Fig. 8a show that cylinder liner vibration is negligible
prior to piston impact, and that the vibration after impact is approximately
zero for crankshaft angles exceeding 90°. For this example at least, the simula-
tion could be simplified by omitting the compression stage portion of the mathe-
matical model.

From Fig. 8a it can be seen that there is a difference in the overall form of
the two acceleration time-histories. The results of the computer simulation
show a very large acceleration immediately following impact; this acceleration
decays exponentially, as expected for a single-degree-of-freedom system. In
comparison, the initial measured acceleration is not nearly so large, but the
acceleration during the second cycle of oscillation is very large. This behavior
is perhaps due to oil-film eushioning and /or the presence of higher-order vibra-
tion modes.

auto-spectrum [G?]

0 500 1000 1500 2000° 2500 3000 3500 4000
frequency (Hz]

Fig. 8b. Measured (dashed line) and predicted (solid line) cylindef liner acceleration spectra
(computed from Fig. 8a)

Fig. 8b shows a comparison between the acceleration spectra of the two
signals in Fig. 8a. The frequency resolution of these data is 17.5 Hz, correspon-
ding to the reciprocal of the period of one complete engine cycle (720° of crank-
shaft rotation). While these spectra agree in form, there are some discrepancies
in magnitude and frequency. In Fig. 8b it can be seen that the spectrum of the
experimental acceleration time-history has a considerable amount of random
error superimposed upon the true speetrum. This random error could be reduced
if more data had been used to compute a smooth spectrum by using ensemble-
averaging methods. :

2 — Archives of Acoustics 2/81
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6. Parameter study

The importance of the mathematical simulation described in this paper
lies in its ability to assess the effect of design changes involving critical parame-
ters such as running clearance and piston mass. The results in Fig. 8 show that
the mathematical model is not sophisticated enough to accurately predict
absolute values of cylinder liner vibration. However, the model does provide
an estimate of the general trends in the experimental data. From the standpoint
of engineering design, the model may be used to evaluate the effect of relative
changes in design parameters. However, one must be careful not to vary the
design parameters over a range that violates the assumptions used in formulating
the mathematical model. For example, in evaluating the effect of cylinder
liner thickness, one would not want to violate the condition A’ < a’ which is
an assumption used in the derivation of equation (L),

In this paper only three parameters — running clearance, piston mass, and
cylinder liner thickness — are varied; a more complete parameter study is
given in [5]. Each parameter is varied twice, one value less than and the other
value greater than the nominal value used to predict the data in Fig. 8. The
nominal values used to calculate the data in Fig. 8 were: 6 = 0.18 mm, M =
= 5.34 kg and 1’ = 8.26 mm. '
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Fig. 9 shows the effect on cylinder liner vibration of varying the piston /cylin-
der liner running clearance 8. Fig. 9a compares the acceleration time-histories
for ‘6 equal to 0.090 mm and 0.36 mm. With the larger running clearance, piston
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impact is delayed approximately 5°, and the peak acceleration is increased about
21/2 times. Fig. 9b shows the accelaration spectra computed from the time-histo-
ries in Fig. 9a. Fig. 9b shows that, near 1500 Hz, increasing the running clearance
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has an effect more pronounced than is expected from the data in Fig. 9a. It can

be seen from Fig. 9b that the peak response is increased by a factor of six due to
a fourfold increase in 4.
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The effect of changes in piston mass can be seen in Figs. 10a and 10b. In
the time domain, Fig. 10a,.increasing the piston mass from 2.3 kg to 6.8 kg
has only a small effect on the peak acceleration; the impact is delayed appro-
ximately 5°. In the frequency domain, it can be seen that for the 6.8 kg piston
the acceleration spectrum increases about 309, near 1500 Hz; there is also
a small decrease in the frequency of the peak response due to the increased
mass of the piston/cylinder liner system. .

The qualitative effect of increasing either the running clearance or the
piston mass is the same — an increase in the piston momentum at impact — but
the magnitude of the effect is greater for changing the running clearance than
it is for changing the piston mass. This can be seen by deriving an expression for
the piston momentum at impact using equation (17) and agsuming that F(t)
is a linear function of ¢ near TDC (see Fig. 7b). This leads to the result that the
piston momentum at impact is proportional to (8M)2 /3, Thus, a fourfold increase
in ¢ increases the peak acceleration of the cylinder liner by a factor of approxi-
mately 2.5, as seen in Fig. 9a. On the other hand, a similar increase in piston
mass will not have so great an effect on the cylinder liner aceceleration due to
the increased mass of the cylinder liner and piston system (see numerator, equa-
tion (20)).
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Fig. 11b. Effect on cylinder liner acceleration spectrum of changing cylinder liner thickn ess

The effect of altering the cylinder liner thickness can be seen in Figs. 11a
and 11b. Thege figures show that increasing the cylinder liner thickness from
5.1to0 12.7 mm increases the peak-response frequency, but lowers the magnitude
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of the peak response, Fig. 11b. Both of these effects can be explained by noting
that increasing the cylinder liner thickness increases the stiffness and the
natural frequency of the eylinder liner, equation (1).

7. Summary and conclusions

A simple mathematical model has been developed to study piston impact
and eylinder liner vibration in internal combustion engines. The results of this
model agree reasonably well with experimental data, although the model uses
geveral simplifying assumptions. The cylinder liner was modeled as a thin
eylindrical shell with fixed-free boundary conditions; only the fundamental
mode of vibration of the shell was considered. The experimental data seem to
support the use of a single-mode cylinder liner model, at least in the 500-3000 Hz
frequency range where piston impact noise is important. During free-travel,
the piston was assumed to move in pure translation only. Other piston models
(e.g., [7]) include rotational effects; but in view of the results in this study
perhaps rotation is of secondary importance.

- The model could be refined when more information on piston impaect is
available. For example, a study of energy dissipation and momentum transfer
mechanisms at impact would yield estimates of an equivalent viscous damping
ratio and a coefficient of restitution. In the meantime, the mathematical model
developed in this study is useful for assessing the effect on noise of engine design
changes.
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This paper presents the results of the first stage of investigations aimed at
the development of an effective-method for predicting noise on ships. The results
of measurements taken on Polish ships by the Technical and Research Depart-
ment of the Maritime Institute under the departmental problems 103 and 104
were used. A statistical method of multiple linear regression was used for data
processing. Caleulated and measured results were compared. It has been shown
that statistical methods are valid for predicting noise in the accomodation in the
superstructure of a ship. The direction of further research, intended to improve
the method presented, is defined.

1. Introduction

Noise control is particularly important on a ship where the crew not only
work but also rest. The people on board a ship are exposed to much higher noise
levels than are found in the conditions on land. It is most important to secure
low noise levels in accomodations so as to assure good rest after work.

The permissible noise levels on sea-going merchant ships were established
in Poland by the regulation of the Minister of Navigation on October 28, 1978.
According to this regulation the noise level in accomodation on a ship should
not exceed 60 dB(A). In practice this value is very often exceeded. The results of
measurements of noise levels taken in 1360 accomodations on 45 ships of diffe-
rent types are shown in Fig. 1. It follows from this figure that the permissible
noise level is exceeded in almost 30 percent of the accomodation.
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It is difficult to solve the problem of excessive noise on a ship which is
already operational” The possible effects achieved by improving the existing
structures are usually incomparably small compared to the expense involved.
Constructing a “silent” ship requires efforts towards noise reduction at the
preliminary design stages. Noise level prediction in accomodation in the super-
structure of a ship is difficult because of the complexity of the problem resulting
from the existence of a large number of noise sources of differing characteristics
and from a complex steel structure which is the propagation path of the sound

0 l[llil.llJltllllJllllIlllltl[l‘I'\-h
45 50 o 60 65 70 /9

noise level [dB(A)]
Fig. 1. The distribution of noise levels in accomodations in the ships of PLO and PZM

The sources that determine noise in accomodation in the superstructure
include: the main engine, the auxiliary engines, the gearbox and the screw
propeller [1, 5]. There are a number of other sources such as ventilation systems,
pumps, loading winches ete., but these are only important locally. The sound
generated by the noise sources mentioned above is transmitted to accomodation
.In the superstructure, mainly by the structure of the ship in the form of longi-
tudinal, torsional, transverse and flexural waves [6]. These wave motions are
coupled, which makes it difficult to analyze them theoretically. Thus the methods
for noise prediction given in the literature [1, 2, 5, 6, 7, 10] are based on a sim-
plified model of sound propagation in the structure of a ship. It is generally
assumed that one wave motion dominates and determines the flux of energy
propagated [6]. A block diagram of the analysis of sound propagation in the
structure of a ship, which is similar in all the known methods, consists of four
stages [6]: determination of source strength, definition of propagation paths
in the steel structure, determination of coupling between the steel structure and
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the cabin lining, and coupling between the cabin lining and the ambient air.
TEach stage is repeated for all the main noise sources (cf. [2, 10]). The total
noise level in a given accomodation is obtained by summing the contribution
of the individual sources.

The input data in the first stage, i.e. the levels of structureborne sound at
the foundations of the machinery, are obtained, in the present methods, from
measurements. These measurements are taken at experimental posts in a shipy-
ard or onboard ships. There are also empirical formulae which permit the calcu-
lation of these values (e.g. in [1, 10]). The second stage requires information
about the paths of sound propagation and the damping properties of the strue-
ture. These properties are usually determined by model investigations [5, 6]
or exciter investigations on real objects [10]. For the third and fourth stages,
the necessary data on the characteristics of the lining system ean be obtained
by laboratory investigations or from caleulations.

The methods currently used for noise prediction cannot be regarded as
methods for the calculation of the real noise levels in an accomodation; they can,
however, be a source of valuable suggestions for the designer. As in all engineering
calculations, noise prediction has a’ limited accuracy. The noise prediction
programme developed by Det Norske Veritas assures an accuracy of 3-5 dB
[6, 7]. Comparison of calculated results, obtained from an algorithm proposed by
Burrex and AARTSEN [1], with measured values showed that in 46 percent of
the cases the difference in the levels of the estimated and the measured noise
did not exceed 3 dB (A). The standard deviation of the difference between the
measured and the calculated values did not exceed 4 dB (A).

The methods presented — of necessity only briefly — for noise level predic-
tion are based on a simplified analytical mode] involving a number of empirical
coefficients. Application of these methods at the stage of planining or preliminary
designing can be very difficult in view of the lack of sufficient data, e.g. designs of:
the steel structure, the arrangement of the machinery in the engine room, the
linings, ete.. It is therefore necessary to develop a method based on simple
parameters which permits noise level prediction. It is also possible to use statisti-
cal methods for this purpose, an example of which is the prediction [9], at an
early design stage of the vibration characteristics of a ship.

2. Multiple regression model

The present model, on the basis of which the calculations were made, is
known as a standard linear model of multiplée regression [3, 4, 8]. This model
assumes that the values observed for a dependent variable are realizations of
the n-element random vector ¥, which can be written as Xp-+e, where X is
the (n xK) - dimensional matrix of observations of order K, consisting of
values taken by K explanatory variables, g is a column vector of K unknown
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parameters, ¢ is an n-element vector of random components, whose vector of
conditional expected value and conditional matrix of covariance are, for a given
X, equalto H(g|X) =0and V (2] X) = oI, respectively, where o? is an unknown
positive parameter, while I is a unit matrix of the n-th degree. Since the assump-
tions are conditionally made with respect to X, nothing is lost when the matrix X
is considered to be a matrix with nonstochastic elements equal exactly to the
values observed for the explanatory variables.

The parameters of the present model are estimated by the method of least
squares, i.e. by minimizing the sum of the squared deviations (remainders)
from the hyperplane of regression. This leads to a solution [3, 8], where the
vector b obtained by test from the formula

b = (XTX)"' X%y, (1)

is an unweighted estimator of the regression coefficients. According to the
Gauss-Markov theorem this is the best unweighted linear estimator.
The, quantity R, calculated experimentally from the formula

T T
Rz]/l_ YYleTY ’ &
Y'Y — — (17 —Y)
n
where 17 is an #-dimensional line vector of unity, is the estimate of the correla-
tion coefficient, which measures the degree of correlation of variable Y with all
the independent variables.

Statistical conclusions about the regression coefficients, i.e. the construction
of confidence intervald and significance testing, are drawn on the basis of the &
distribution for #n-K degrees of freedom for an assumed confidence level.

It is interesting to note here the importance of the significance testing of
the regression coefficients. The results of the test which give coefficients insigni-
ficantly different from zero permit gradual elimination from the model of
explanatory variables, of those with no influence (or very small influence) on the
value of the dependent variable. ;

The classical method of least squares loses its optimum character when
a significant autocorrelation of random errors occurs. The von Neumann test
can be used to check this significance, by approximating the distribution of the
relevant statistics (the so called von Neumann quotient) by the normal distribu-
tion with a mean 2 n/(n —1) and the variance 4 /n. When the test shows a high
value of the autocorrelation coefficient P, then it should be estimated and sub-
sequently all the observations should be transformed accordingly [3]. Using the
transformed vector of dependent variables, ¥*, and the transformed matrix
of independent variables, X*, the method of least Squares serves again to give
the final estimated parameters of the model.
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.
-

The linear regression function is a conveniént prediction tool, and it should
also be noted that the technique of prediction based on the regression model is-
considered to be one of the best. In order to implement practically the calculation
process related to this technique, the programme whose block diagram is
shown in Fig. 2 was wmtten in Algol 1900 and introduced into an Odra 1325
computer.

l read data |
T )

L KAiel o )
vy

calculate matrix
jof coefficients of
equations C:=X"'X -
[]
calculate index
wyz r=det C

calculate confidence intervals
of regression coefficients
[
, calculate coefficient of multiple
T correlation
[]
test significance of regression
coefficients
[]
calculate prediction vector APR

trarsfw;zgga;r ices for observation matrix X
T []
l KA'=KA+1 | calculate mean value and standard
] - deviation for terrns of vector Y-PR
[]
| : print results B

Fig. 2. A block diagram of the estimation’of the parameters of the model of linear and multiple
regression
K4 — anx:[liary variable, X, ¥ — glven matrices whose elements are used for estimation of the parameters of the
model, X, ¥ — given matrices whose elements are not included in'estimation of the parameters of the model
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3. Data for calculations

The calculations used the results of measurements of noise levels taken by
the Maritime Institute on Polish ships. In each case these measurements were
taken on a ship with a typical load, at a sea state below 3, with revolutions of
the propeller screw being no less than 95 percent of rated revolutions. The
measurements used Briiel and Kjaer instrumentation in the following systems:
a precision sound level meter type 2204 and a condenser microphone type 4145
or a 1/3 octave analyzer type 2112, a pre-amplifier type 2619 and a condenser
microphone type 4145. Before each measurement the measuring system was
checked and calibrated using a calibrator of type 4220 or 4230.

The elements of the vector of observations for the dependent variable are
values of the noise levels measured in an accomodation in the superstructure. One
line of the matrix of observations of independent varlables corresponds to each
element of the vector.

The elements of a line of the matrix determine respeetlvely

@y — the position of the superstructure on the hull; two positions were
distinguished: astern and the so called semi- stern Wh{}jl fhere is an additional
hold behind the engine room;-

#;, — the power of the main engine; data from Shlp% with a main engine
power of 3000 —13000 kW were used here; S .

#;; — the number of revolutions of the propulsmn engme all the ships
on which measurements were taken had slow~speed engmes, i.e. below 250
Tevs. /min.;

@y — the storey on which the accomodatmn is sn;ucmtsed

x; — the position of the accomodation with respect to the plane of symmet-
ry; three positions were dlstmgmshed pqrt starboard and in the plane of
symmetry ;

z;; — the distance from the accomodation to the a.fter perpendlcula,r or the
bulkhead of the engine room from the side of the stern, represented in a dimensio-
nless manner as a fraction of the length of the superstructure;

@; — the position of the accomodation wifth respect to the casing, four
positions were distinguished: adjacent to the casing, separated from the casing
by a corridor, separated from the casmg by another dccomodatlon, outside the
area of the casing; ‘ i

x;3 — the position of- the accomodatlon in the first storey of the super-
structure with respect to the engine room; two positions were distinguished:
directly over the engine room, and over the store-room, the tank, the workshop
ete. :

The parameters defining the position of the accomodation were coded in
such a manner that they could be used in the regression model. The position of
the superstructure astern was given the value of 1, while that on the semi-stern
was assigned 2, The same coding principle was assumed for the variables @,
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@, and . B.g. the four possible positions connected with the variable z;; were
given the values of 1,2, 3 and 4, respectively. If an independent variable takes
more than two values, then the principle should be maintained that these must
be in direct proportion to the corresponding values of the dependent variable.

The selection of explanatory variables took into consideration the signifi-
cance of their contribution to the noise in the accomodation and the ease of
determinating them in the preliminary design stage. The first three variables
deseribe the influence of propulsion system. The variables @y, @i and %
define the position of the accomodation within the superstructure and the
distance from the noise sources. The effectiveness of sound insulation is deter-
mined by the last two variables.

Calculations of the coefficients of the regression equatlon used data from 300
accomodations on 15 ships of different size and propulsion engine power, but
with similar architecture and engine room systems. None of the ships had speclal
sound insulation systems.

4. Discussion of calculated results

-

Calculations ainiing at the determination of the dependence of the noise
level on the parameters discussed above were made on an Odra 1325 compu'ter.
A linear model of dependence was assumed

y —Zb;wf—rba, Sidotupgns » dind | (3)
: i=1 : |
where y is the A weighted noise level, b; are the regression'coefficiéntg
(i =0,1, 2, ..., 8), @; are the parameters affecting the noise in an accomodation
(i =1,2,...,8). The results of the estimation of the regression coefficients.
of equation (3) are shown in Table 1.

Table 1. The results of estimation of the regression coefficients

i!01|2|3!'4]5_|6|738

| . 1 1
T b | 6246 | —3.05 ’ 0.17 | 1.21 ' —0.16 l —0.28 } —5.071 —0.37 | 3.25

The estimate of the coefficient of multiple correlation, R = 0.8. After
insertion of the coefficients b; from Table 1, equation (3) permits caleulation
of the noise level ¥ in a given accomodation in the superstructure, defined by
the variables 2;. The explanatory variables ; are coded in the same way as the
relevant elements of the matrix of observations X used to calculate the coeffi-
cients of equation (3). The high coefficient of multiple correlation and the results
of significance testing of regression coefficients indicate the validity of the linear-
model assumed.
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In order to check practically the usefulness of the formula derived, noise
levels were predicted for a matrix of observations X (independent variables)
which was not included in the establishment of the model. The vector of point
predictions PR (calculated from formula (3)) obtained was compared with the
corresponding results of measurements of the noise level ¥. By caleulating the
mean and the standard deviation of the elements of the vector W = ¥ — PR,
additional quantities were obtained, which may serve to evaluate the quality
of the prediction, and at the same time to evaluate the relation of the model to

Table 2. Comparison of predicted and measured levels' of noise

: Parameters
Noise level D.Lfferel.mes characterizing
; [dB(A)] 55 S the distribu-
Ship data levels P igh gk,
: § W = ?-PR o ot
predicted | measured [dB(A)] -
PR T
1 2 3 4 5 6
63.2 65 1.8
63.0 65 2.0
61.0 62 1.0
63.2 62 —1.2
61.3 60 —1.3 the mean va-
bulk ecarrier, superstructure 60.8 - 60 —0.8 lue
astern, power 5888 kW, re- 56.6 57 0.4 W= —0.37
volutions 145 per min 55.3 55 —0.3 the standard
A 55,0 55 0.0 deviation
56.1 OMLLEBT | 0.9 o= 144
55.1 53, —-2.1
54.8 53 —1.8
57.6 55 —2.6
55.2 54 —1.2
Ok 63.6 | 64 0.4
60.6 62 1.4
60.0 60 0.0
59.2 58 —1.2
57.7 56 —1.7 the mean va-
60.3 61 P i lue
bulk carrier, superstructure 59.5 61 1.5 w= —0.89
‘astern, power 5300 kW, - 53.9 54 0.1 the standard
B | revolutions 130 per min - 54.0 55 1.0 deviation
' ‘ 55.9 60 4.1 o= 145
56.0 57 1.0
54.1 55 0.9
55.3 58 2.7
53.8 54 0.2
53.7 - b6 2.3
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cd. Table 2.
1 2 3 4 5 6
60.0 62 2.0
59.5 62 2.5
58.5 59 0.5
57.0 56 —1.0
55.1 55 —0.1
60.1 61 0.9
59.6 60 0.4
58.3 61 2.7
60.0 62 2.0
59.5 61 1.5
54.0 54 0.0
53.6 52 —1.6
53.0 51 —2.0 the mean wva-
semi-containership, super- 52.0 52 0.0 lue
strueture on the semi-stern, 51.8 53 1.2 W= —077
O | power 17075 kKW, revolutions 51.8 52 0.2 the standard
120 per min 52.0 52 0.0 deviation
i 54.4 54 —0.4 o= 2.1}
53.4 54 0.6
52.4 48 —4.4
51.9 51 —0.9
51.6 47 —4.6
51.6 49 —2.6
53.2 51 —2.2
52.4 50 —2.4
51.4 49 —2.4
51.6 47 —47
51.6 © 49 —2.6
52.6 51 —-1.6

reality. The results for 59 accomodations on 3 ships are shown in Table 2. By
considering all the values of the difference w (column 5, Table 2), their mean and
the standard deviations were calculated, thus obtaining W= —0.25 and o = 1.92.
The mean value close to zero (at the significance level 0.05 there is no justifica-
tion for rejecting the hypothesis H, : @ = 0) indicates that the method presented
has no constant trend. The standard deviation can, however, be regarded as the
mean difference between the estimated and measured values. ;

The distribution parameters calculated for the individual ships, shown
in column 6, Table 2, permit the statement that the prediction for ships 4 and B
is in better agreement with the empirical values than for ship C. This is also
indicated by the results obtained for the individual accomodations (column b,
Table 2). This results from the fact that the parameters of ships 4 and B lie in
the variability intervals of the corresponding parameters of the input test. The
parameters of ship C exceed, however, these intervals. This indicates that
extrapolation causes a decrease in accuracy.

3 — Archives of Acoustics 2/81
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5. Remarks and conclusions -

1. The harmful effect of noise on the human organism and the scope of
this phenomenon should generate an interest in these problems from the owners
of ships and shipbuilders. The research towards the prevention of excessive
noise levels gives only sufficient effect when it is introduced at a sufficiently
early stage of the ship design.

2. Prevention should be based on the prediction of noise levels in accomo-
dations of the superstructure. The results obtained and their comparison with
the measured data indicate the validity of the model assumed and permit the
statement that the application of the method of multiple regression in noise
prediction on ships gives good results.

3. The present model, because it is based on a statistical method, considers
one of the very important factors that sometimes determine the noise level,
i.e. the technology and workmanship used in ship building.

4. The present method of noise prediction, due to its simplicity, can be
used at a very early stage of the design. \

5. The range of application of the correlation and the regressmn methods
is in each case defined by the two following prineiples:

(a) If there is a causal relation between the phenomena investigated, then
the power of this relation can be determined by the correlation caleulus. If the
power is large enough (i.e. when R* > 0.5) it is worthwhile to seek the equation
of the hyperplane of regression, and to use it subsequently as a prediction tool.

(b) If there is an assumption that a causal relation exists between the
phenomena investigated, then the presence of a distinet correlation in sufficient
numerical material strengthens, to a large extent, the hypothesis that the causal
relationship exists.

The first of the principles mentioned above was followed in the selection
of the explanatory independent variables. That there is a causal relation between
the values of these variables and the noise level at a point defined by these
variables seems evident.

Further investigations should be performed in the two directions:

(a) expansion of the set of independent variables according to the second
of the prineiples mentioned above;

(b) adoption of the present method to prediction of octave spectra.
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ON THE INFLUENCE OF THE NOZZLE EXTERNAL CONFIGURATION
ON THE RADIATED SCREECH AND THE DECAY OF SUPERSONIC JETS*

GIOVANNI MARIA CARLOMAGNO
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-

CARMINE TANNIELLO, PAOLO VIGO

Institute of Applied Physics, Faculty of Engineering,
University of Naples, 80125 Naples, Italy

The behaviour of screeching jets exhausting from an axisymmetric con-
vergent-divergent nozzle was studied. The nozzle had a 2.9 mm throat diameter
and a 1.95 theoretical exit Mach number. Compressed nitrogen was used to obtain
nozzle stagnation pressures from 0.15 to 1.4 MPa (absolute), i.e. conditions of
overexpanded, correctly expanded and underexpanded streams at the nozzle
exit section. The jet exhausted into a free field room and tests were performed
for several nozzle external configurations. Measurements were made in terms
of noise level emitted by the jet and impact pressure downstream. It was found .
that in the weakly overexpanded and in the underexpanded regimes the nozzle
external configuration influences markedly the screech intensity while it does
not affect substantially its frequency. The latter generally decreases as the stag-
nation pressure increases; in particular in the weakly overexpanded regime two -
screeching frequencies are present for a given stagnation pressure. High intensity
screech jets have down-stream impact pressures lower than low intensity ones
and therefore higher decay rates. Even for, correctly expanded jets, screech
levels and impact pressures are configuration influenced. In the strongly over-
expanded regime, several harmonically related spectral peaks are present whose
frequencies inerease for increasing stagnation pressure; they appear not to
be substantially influenced by the nozzle configuration but correspond, rather,
to pure shock noise.

* Work sponsored by National Research Council of Italy (C.N.R.).



124 : G. M. CARLOMAGNO, C. IANNIELLO, P. VIGO

1. Introduction

It is well established that the noise emitted by jets strongly depends on
the fluid dynamic field associated with them. LiGHTHILL [12] gave an analytical
theory, describing the generation of aerodynamic noise in subsonic jets, which
predicts that the overall sound power is proportional to the eighth power of the
jet speed. This theory, however, is not applicable to the theoretical prediction
of the noise emitted by choked jets having a shock cellular structure, which
show a peculiar behaviour.

The complex interaction between the jet shock structure and the turbulent
mixing flow, the oscillation of the shock itself, and the interaction of the radiated
noise field with the fluid dynamic field and the ambient configuration (near
the origin of the jet), make the whole problem rather cumbersome so that a satis-
factory descriptive model is still far off. Much of the knowledge rests on experi-
mental results from which some insight into the noise generation mechanisms
has been gained. For jets having a shock structure these mechanisms may be
roughly divided into three classes:

1) turbulence noise due to fluctuations of momentum flux;

2) shock noise associated with instability of the shock, arising when the
convected turbulent eddies pass through it;

3) screech, a particular narrowband shock noise enhanced by a type of
regenerative amplification.

The latter is of primary interest within the present context.

PowELL [17] first gave a model for the screech phenomenon which was later
confirmed in more detail by DAvVIES -and OLDFIELD [5]. Briefly, the mechanism
can be described in the following manner. Sound waves, arising when a flow
disturbance convected downstream interacts with the shock cell pattern of the
jet, propagate themselves upstream toward the nozzle exit section where they
slightly affect the nozzle pressure ratio. This event results in a disturbance of the
flow, growing up like a vortex, which is convected downstream along the jet
boundaries. The vortex, in turn, excites the emission of sound waves. When the
right conditions exist, the feedback loop is selfsustained by tuning itself at
certain discrete frequencies: the screech tones.

The general interest in the problem is connected with three different
areas:

1. noise “per se”, since the screech tones, if they lie in the audible
frequency range, may be by far the loudest component of the noise;

2. structural damage, since the hypothesis that the screech severely fatigues
aireraft structures has been put forward [10, 18];

3. jet decay process, since the screech affects the spreading of the jet
itself [1-4, 7].

Much work has been published [11, 13-15, 20] describing, phenomenolo-
gically, the screech and the characteristics of the jets from which it originates.
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More or less empirical relationships have been given which predict the screech
frequency for the tested conditions, although the screech intensity remains
essentially unpredictable. All the papers on the problem are generally related
to underexpanded jets issuing from two-dimensional plane and axisymmetrie
convergent nozzles (choked jets). With regard to the frequency of the screech
tones, changes in the upstream stagnation pressure result in quite different
behaviour for the two types of jets. Two-dimensional plane jets show a continuo-
usly decreasing screech frequency with increasing stagnation pressure, while
axisymmetric jets, still retaining this general trend, also exhibit remarkable
jumps in the screech frequency in certain stagnation pressure ranges. This
discontinuous behaviour is closely related to sharp changes in the cell pattern [5].

Referring to the screech intensity and to the jet decay characteristics,
several papers [b, 7-9, 17, 19] show the influence on the radiated noise and jor
on the jet decay, of both sound absorbing and sound reflecting surfaces placed
near the nozzle orifice. The very solid annular zone surrounding the exit section
of the nozzle itself can modify both the noise and the decay of the jet [1-4,16].

In fact the ambient configuration near the origin of the jet interacts with
the sound waves propagating upstream and therefore a peculiar feedback system
is set up. One may conclude that modifications of the ambient configuration
can be used, in a sense, to distinguish pure shock noise from shock noise that can
be tuned into by the feedback system and which turns out as sereech. This
is indeed implicitly done in the study of pure shock noise where screech is
suppressed with sound absorbing layers or small projections on the nozzle lip [9].
It has to be pointed out that this practiceiis not correct if the turbulent noise
component of a particular jet is to be studied. In fact, since the jet decay is
highly influenced by the screech tones, a different decay can in turn influence
the broadband noise. To authors’ knowledge, at the present time little screech
data has been published for jets issuing from convergent-divergent nozzles,
i.e. jets which start supersonically. In the present context, these nozzles have ma-
inly been considered as means to suppress sereech noise [6, 21], in the sense that
a correctly expanded jet, having a practically shockless structure, will lack any
screech.

The aim of this work has been to investigate experimentally those sereeching
jets which emit supersonically (i.e. issuing from a convergent-divergent nozzle),
to determine their behaviour above and below the theoretically correct nozzle
pressure ratio. The main motivation is that a cellular shock pattern exists both
for underexpanded streams (as for choked jets) and for overexpanded streams.

2. Experimental procedures

The measurements were performed in a free field room. The tested nozzle
shown in Fig. 1, has a 2.9 mm throat diameter, a conical divergent with 1 : 20
taper ratio, and a 1.95 theoretical exit Mach number. Compressed pure nitrogen
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at nearly room temperature was sent to the nozzle through a pressure regulating
- valve and a settling chamber. The stagnation pressure was varied from 0.15 up to
1.4 MPa (absolute). Both the settling chamber, that was placed in the free field
room, and its supporting structures were lined with sound absorbing acoustic
foam in order to reduce the influence of reflected waves on the jet noise field.
A 1.5 mm OD externally chamfered pitot tube was placed on the jet axis at
300 mm from the nozzle exit section. Schlieren visualizations, not reported
herein, were performed at various pressure ranges.

l r_-l
|
q =
.
> .
I
1] / 5 Fig. 1. Configurations of the tested nozzle; the broken
&) ot line indicates the 26 mm OD brass flange

The noise was measured, at 150° to the downstream oriented jet axis [3]
and at 1 m from the center of the nozzle exit section, with a B and K type
4133 §"'microphone and recorded on a Nagra IV-SJ tape recorder which had
a frequency response +1.0 dB from 25 Hz to 35 kHz and a — 3 dB point at 40 kHz
The recorded noise was subsequently analysed with a B and K system consisting
of a 2120 noise frequency analyser and a 2305 graphic level recorder. Frequency

- Spectra were obtained, for both 3%, and 1%, constant percentage bands, swept
over the range 6.3-50 kHz. Due to the tape recorder characteristics the pressure
level spectra presented are slightly understimated in the range 35-40 kHz and
greatly underestimated in the range 40-50 kHz. Peak frequency values in the

-range 35-50 kHz have been detected with a 1% bandwidth. Since the noise
analyser allowed frequency analysis up to 20 kHz, during the play mode the
tape was slowed down by a 1:10 speed ratio in order to accomodate the recorder
frequency band in the 3Hz-20 kHz analyser band available.

" Most of the tests were performed with both of the external configurations
represented in Fig. 1 where the broken line indicates a 26 mm OD brass flange.
In the tests without the flange the thickness of the annular zone surtounding
the nozzle exit section was about 0.8 mm. Some tests were also performed with
two different (13 and 49 mm OD) brass flanges and with a 26 mm OD sound
absorbing flange.

3. Results and discussion

The diagrams of Fig. 2 show the 3% bandwidth sound pressure level
spectra of the noise emitted by the jet for the two nozzle external configurations.
represented in Fig. 1, i.e. the nozzle without a flange, and the nozzle with the:
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26 mm OD brass flarige. Each line corresponds to a particular value of the stagna-
tion pressure, p,, which varies from one corresponding to almost correct nozzle
expansion (theoretically located at p, = 0.73 MPa), to values that involve an
underexpanded stream at the nozzle exit section. On the basis of the diagrams
of Fig. 2 and of other tests performed, the following conclusions can be drawn:

— Each spectrum shows a marked peak at a given frequency. The 1%
bandwidth analysis has shown that these peaks are narrowband In nature.
In accordance with previous results [17], especially at the high pressures and
for the “with flange” tests, a second peak has been found at twice the frequency
of the first one. The amplitude of the signal in the range 40-50 kHz, and in
particular for the harmonic peaks, is underestimated since the tape recorder
attenunated the signal (see previous section).

— The peak frequency seems substantially independent of the nozzle -
external configuration. This behaviour has been confirmed by the tests performed
with different OD brass flanges, and with the sound absorbing flange.

— The difference between' the peak pressure levels for the two configura-
tions of Fig. 1 is irrelevant at the stagnation pressure p, = 0.7 MPa which

[dB1] with flange(26 mm OD)
100

90

without flange

Po=0.7MPa

e
mel T
zw//L“““’E |

80 | l fsud
8 2 20 30 40 8 12 -2 30 40

flkHzl f [kHz1

Fig. 2. Sound pressure level gpectra of almost correctly expanded, and underexpanded jets.
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corresponds to almost correct nozzle expansion (a similar*result has also been
found at p, = 0.75 MPa), but it increases with increasing stagnation pressure.
At p, = 1.3 MPa the peak pressure level of the noise emitted by the jet issuing
from the nozzle with a flange is about 18 dB higher than that from the nozzle
without a flange. Some tests performed with the other brass flanges have shown
peak pressure levels which are generally intermediate between those related to
the two different configurations of Fig. 1. A completely different behaviour has,
however, been found in tests performed at p, = 0.7 MPa, with both the 13 mm
and the 49 mm OD brass flanges, which showed peak pressure levels about
10 dB higher than those corresponding to the two configurations of Fig. 1. Tests

L, [dBI
130

120
110
100

90

E without flange g

g with flange (26mm 0D )

’ 2 with flange (13mm 0OD)
] 1 |

1 1
04 06 08 10 12 14
~ Py [MPal

Fig. 3. Peak pressure level L, and impact pressure p; versus stagnation pressure p,
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performed with the sound absorbing flange have indicated peak pressure levels

which are about 3 dB lower than those corresponding to tests without a flange.

— The peak frequency decreases with increasing stagnation pressure.

The peak pressure level values, L, (for the nozzle external configura-

tions: without a flange, with 26 mm and with 13 mm OD brass flanges) have

been compared in Fig. 3 with the measured impact pressures p; for a wider
range of the stagnation pressure p,.

without flange with flange (26 mm 001)1

T

il

i
L

"~ p,=0.60MPa —700— Pp= 0.60MPa

= =90

e s

20 25 30 40 20 25 30 40
f [kHz] flkHz1 .

Fig. 4. Sound pressure level spectra of weakly overexpanded jets

Within the accuracy of the measurements, for a given p,, the higher peak
pressure levels always correspond to lower impact pressures and therefore to
a more pronounced jet decay rate. This happens also for stagnation pressures
close to the correct one, i.e. the peak pressure level is influenced by the nozzle
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‘configuration and so is the impact pressure. It has to be pointed out, however,
that in this range the smaller flange (13 mm OD) shows high peak levels, while
the larger one (26 mm OD) influences neither L, nor p,. These results are in
accordance with the results previously reported by the present authors [2, 3].
Schlieren visualizations showed that the higher the peak pressure level of the jet,
the lower was the number of its apparent cells; e.g. at p, = 1.1 MPa eleven
cells were visible for runs without a flange, while only eight were seen during
the 26 mm OD flange tests.
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Tig. 5. Frequency of the sound pressure level peaks f, versus the stagnation pressure Pe

In the low stagnation pressure range of the L, — p, diagram, two symbols
appear for each configuration; the open ones correspond to the tone already
“encountered in the high p, range, while the closed symbols correspond to a lower
“frequency tone which arises at low stagnation pressures. This is shown in Fig. 4
where the 3 % bandwidth sound spectra show that, as the stagnation pressure
decreases, there is an onset of a secondary peak that progressively replaces the
previous one which eventually vanishes. Both peaks occur at frequencies that
decrease with increasing stagnation pressure. The behaviour described seems to
be “delayed” in the “with flange” tests.

: For very low stagnation pressures (see Fig. 3) this secondary peak also
_tends to decrease its intensity, and its effect on the impact pressure. The sound
spectra of Fig. 4 suggest the simultaneous presence of two relatively high intensi-
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ty screeching tones for a significant range of stagnation pressures. However, it
has to be pointed out that, since the analyser integrates signals in time, the two
peaks found could possibly be due to continuous jumping of the feedback loop
between two almost stable configurations to which the two different screech
tones correspond. Also in this pressure range, Schlieren visualizations showed
essentially the same behaviour as was described for the underexpanded jets.

The overlapping range of the two sereech tones is also evident from Fig.5 where
the peak frequency, f,, is plotted versus stagnation pressure for the two nozzle
configurations of Fig. 1. In the underexpanded jet regime, the screech frequency
(full line) continuously decreases with increasing stagnation pressyre. Unlike the
behaviour for choked jets [0, 15, 19], although the maximum pressure ratio
is almost twice the correct expansion one, no frequency jump is found in the
tested stagnation pressure range. Fig. b indicates furthermore that the higher
tones of the screech in the weakly overexpanded regime and the screeching tones
of the underexpanded one are well fitted by data corresponding to nearly correct
expansion.

without flange with flange {26mm 0D )
] R i I [aB1 I ) i LR

*pﬂ:O.‘OMPa b -l p0=0.£0MPa '
I

= 0,30 70 WW

| 1 | ] : | 1 I 1 1

il b
8 10 % 20 25 3 40 8 0 K 2 25 30 &
: f [kHz) ; f lkHz]

Fig. 6. Sound pressure level spectra of low stagnation pressure jets

Beside the dominant tone, the sound spectra, especially for the “without
flange” tests, show a secondary peak (dashed line in Fig. 5), at a lower frequency,
which also decreases in amplitude with inereasing p, without showing any shift
of frequency. This peak, of much lower pressure level; is evident in some of the
spectra of Figs. 2 and 4. It behaves like a screeching tone and starts to appear
in the weakly overexpanded jet region at p, = 0.4 MPa (Fig. 6).
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The data in Fig. 5 also shows the frequencies of the sound pressure level
peaks which are present in the strongly overexpanded jet regime. These peaks,
which are harmonically related; are evident, at low stagnation pressure values,
in the 3 9%, bandwidth sound speetra of Fig. 6 obtained for the two different nozzle
configurations of Fig. 1. Whereas in the weakly overexpanded and the under-
expanded regimes, the peak frequeneies decrease with increasing stagnation
pressure, in the strongly overexpanded regime, the peak frequencies increase.
The two sets of spectra look very similar except at high frequencies where the
spectra of the tests with a flange show generally lower sound pressure levels.
. This may be due to the fact that, since for low stagnation pressures the shock
cell pattern shortens, the 26 mm OD flange has a masking effect on the jet noise
propagation toward the microphone. Sound spectra obtained in tests with the
other brass flange look very similar to those of Fig. 6. Within the accuracy of
the measurements no impaect pressure difference was detected below 0.3 MPa
for the various nozzle external configurations. Schlieren wvisualizations in the
strongly overexpanded regime did not show substantial differences between the
shock cell patterns ecorresponding to the “with flange” tests and those corres-
ponding to the “without flange” ones.

For p, = 0.3 MPa no sound peaks are detectable in the frequency range
shown. The sound spectra of the “without flange” runs show, however, a peak
that is located at 47 kHz. This peak may be considered as corresponding to the
third harmonic encountered at lower pressures (see Fig. 5),

As reported in greater detail in references [17] and [5], the feedback loop
which generates the screech is selfsustaining when the sound waves, travelling
at the sound speed in the ambient medium, reach the nozzle exit section with the
right phase and the generated vortex also reaches the effective sound source
location with the right phase. In this rather simplified model, the significant
distance is the one joining the orifice and the effective source location: the
greater this distance, the greater the wavelength at which the loop tunes. By
increasing the stagnation pressure, the end of the cells, which are deemed to be
the location of the effective sound sources, shift downstream and this results
in a lower sereech frequency. By accepting this meechanism one may conclude
that the screech tones may also be characterized by the faet that their frequency
decreases with increasing stagnation pressures as has been found in the weakly
overexpanded and the underexpanded regimes. In the light of this, the dominant
tones encountered at p,< 0.3 MPa, which increase their frequencies with
increasing p,, may be considered as pure shock noise. The other tones which,
instead, decrease their frequencies with increasing p,, can all be considered as
screech tones and are therefore configuration influenced.

The present results present a phenomenology which is wider than the one
usually encountered in experiments with choked jets. The cellular shock pattern,
still present in the overexpanded regime and in the correctly expanded one
(especially for conieal divergent nozzles, as shown by Schlieren visualizations),
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is able to generate screeching tones which, if correctly tuned by the feedback
mechanism (depending on the nozzle external configuration), again influence
the emitted noise and the jet decay rate. This event is of particular importance
for correctly expanded jets. In fact, it has been suggested [6] that, in order, to
suppress the screech noise of a jet operating at a high pressure ratio, there is
a definite advantage in using a convergent-divergent nozzle designed for that
pressure ratio instead of a simple convergent one. The present results show,
however, that while this may be true for a specific configuration (cf. tests with
‘the 26 mm OD brass flange), it is not in general true for different configurations
as is indicated by the data at p, = 0.7 MPa for both the 1.3 mm and 49 mm OD
brass flanges.

In any case, since convergent-divergent nozzles, especially in propulsion,
are seldom operated at a fixed pressure ratio, the acoustic behaviour of the jet
issuing from them is of great importance in practical applications.
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THE BLURRED CUT-OFF FREQUENCY OF ACOUSTIC HORNS
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(35-310 Rzeszow, ul. Rejtana 16A)

On the basis of discussion of the Webster equation the conditions and possi-
bilities of a blurred cut-off frequency for horns of arbitrary geometry were
analyzed. The transmission properties of horns in the blurred region were discu-
ssed. Subsequently the blurred cut-off frequency was considered for hyperbolic
horns of annular cross-section.

1. Introduction

The notion of the eut—ofﬂrequency of a horn occurs in the theory ofacoustic
horns in a discussion of the so-called Webster equation [7, 8]. This equation
describes the wave motion in the horn with the simplifying assumptions that
the propagating wave is plane, harmonie, of infinitely small amplitude, and
propagates without energy losses. In the case when the geometrical axis of the
horn coincides with the axis of the abscissa, the Webster equation written in
the reduced form is the following [8]

a:r 1-d%
— +(,u==—~ = )F =0, (1)

where F is the wave function [1] related to the sound pressure p and the area of
cross section of the horn § by the formula :

P
P =—— (2)
Ve’
a is the dimensionless abscissa determined by the formula
&
sty (3)
Lo
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with z, being the coefficient of divergence of the walls of the horn; u is dimension-
less frequency

f
= (4)
£ ‘
where f is the absolute frequency and f, is a constant with the dimensions of
frequency defined by the relation
@

fo_

B »
2nx,

(5)

~ with ¢ being adiabatic velocity of the acoustic wave; o is the dimensionless
radius of the cross-section of the horn defined by the formula
RS (6)
S,
with 8, being the area of the horn inlet.

The form of the solution of the wave equation (1) depends on the sign of
the expression in the brackets by the function F. If this expression is larger
than zero, which occurs when u?< p~'d2g/da?, then the function F becomes
periodic. However, in the case where the term in the brackets is less than zero,
F is an aperiodic function. This occurs when p? < ¢~ 'd%p/da®. The function F is
connected with the acoustic pressure by formula (2) and describes the wave
motion in the horn; it should, therefore, be a periodic function. It should be
stated, therefore, that for the frgquencies which satisfy the condition w2 > p~*
d*¢[da* the wave motion oceurs in the horn, while for the frequencies for which
u?<< o~ d?p/d a? this motion does not oceur and the horn does not guide acoustic
waves. The boundary between these two frequency ranges can be obtained
by equating the above mentioned expression, which occurs in formula (1), to
zero. Then one obtains the cut-off frequency of the horn, u,,, which was mentio-

ned in the introduction and below which the wave motion in the horn will
decay

1 d%p
=1/ —. 7
Hex a0 (7)
It can be scen from formulae (6) and (7) that the cut-off frequency Pgr
depends on the geometry of the horn. For the horns discussed so far in the
literature the expression under the square root sign in formula (7) took a constant
value, which implied a constant value for u,. . For example, in the case most
frequently described and used practically, Salmon’s horn, this expression is
equal to unity [5, 6, 8],

: 1 d%
b P (8)

o da
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Thus the dimensionless cut-off frequency u,. is also equal to unity, and
from (4) it can be seen that in this particular case the absolute cut-off frequency
is equal to the constant f,.

Generally, however, the expression under the square root sign in formula (7)
must be a function of the position on the axis of the horn. This function will
be subsequently denoted by V,, in this paper,

L .d%*o
o o da®’

(9)

In this case the frequency p,, also becomes a funetion of position and extends
over a certain frequency range for a horn of a given length. This is the so ealled
blurred cut-off frequency. Analysis of this phenomenon is the subjeet of the
Ppresent paper.

2. Analysis of the transmission properties of a horn in the blurred cut-off frequency region

Let us assume that ¥V, is a continuous function. Moreover, we shall assume
that the function is monotonic* and consider the case where V,, decreases.
This case is illustrated by Fig. 1 for a horn of length a;, whose inlet was pla,ced
~at the origin of the coordinate system.

Ve

2 g -
Hgr,

o o

Hr,

R e e e o e e

©
Rf=————

L a
Fig. 1. The monotonically decreasing function V) as a “geometric barrier” of the horn
for waves at frequencies p < pgry

* assumption of monotonicity of the function V() corresponds to horns used in practice.
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Fig. 1 shows that'for frequencies higher than Hgr, OVET the whole length of
the horn u® > V. According to what has been said in section 1, this signifies
that wave motion occurs in the horn for u > pu,,,. Below the frequency pu,,, over
the whole length of the horn the relation u? < V|, is satisfied, which is a lack of
periodicity in the wave function ¥ and a decay of wave motion. However, at
frequencies in the interval from g, to u,,, the function F is periodic only over
some sections of the horn: this is the interval of the blurred cut-off frequency of
the horn. Accordingly, it is proposed that the quantities u,, and pu.,, which
are the limits of this interval, should be called the lower and upper threshold
frequencies of the horn. In the present case pg, and pu,, can be determined
from formula (7) by insertion into it of the dimensionless value of the abscissa
of the inlet (a = 0) and the outlet (a = a,) of the horn

1 1z
B Hep1 = l/ Q) » (10)
o

: M :
Hegrz = ]/ C(ap) » (11)
Q(ap

where the dashes denote differentiation with respect to the dimensionless
abscissa a.

In order to consider more closely the phenomena occurring in the frequency”
interval [p, pgr] ONE can consider a frequency u, within this interval. It can
be seen from Fig. 1 that the inequality uj < V|, occurs here over the inlet
section of the horn of length «,,. The wave function F is aperiodic in this region
of the horn, although from «, to the outlet this function has an oscillatory
character, since uj > V. However, with decreasing frequency, for u < pu,,
the outlet section of the horn where F is aperiodic becomes increasingly longer.
Finally, at the lower threshold frequency (u = p,,) this section expands te
the whole horn, from 0 to ¢;. In summary it can be stated that with increasing
frequency below the upper threshold of the horn, the transmission properties of
the waveguide gradually worsen. '

This phenomenon can be considered more preclsely by using the analogy
between the reduced form of the Webster equation (1) and the onedimensional
. Schridinger equation known from quantum mechanics [2]. This analogy occurs
particularly distinctly when we write the Webster equation (1) using equation (9)

a:F
da?

Equation (12) indicates that the function V, giving information about
the geometry of the horn is an analogue of the potential energy funetion in
quantum theory. Thus, the problem of the transmission properties of the horn
in the interval [y, #g] is analogous to the problem of the penetration of pa-
rticles through the potential barrier in quantum mechanics. Since, as in quan-

+(u* =V ) F = 0. . (12)
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)

tum mechanies, one can speak of an energy barrier (potential barrier) for eleme-
ntary particles, one can now speak of a “geometric” barrier formed by the horn
for a wave of a given wavelength. The dashed region in Fig. 1 can, therefore, be
considered to be a measure of the size of the barrier for a wave of a given freque-
ney p = fy.

Using the WKB approximation known from quantum mechanies [2, 3]
one can, taking into consideration the analogy mentioned above, use the formula.
that is employed in the. WKB method for the coetficient, D,, of transmission
through the potential barrier. In the present case it will be the coefficient of
power transmission by the horn. For example, when y = u, and uj lies below
the peak of the barrier the formula for D, has the form

D, =exp[~—2fp]/V(u)—,u§, dal. (13)
0

It can be seen from Fig. 1 that the size of the barrier increases with decrea-
sing frequency, since the barrier becomes increasingly higher and wider. This is
accompanied by an increase in the integral in formula (13) and accordingly
a decrease in the transmission, coefficient I),. Below the lower threshold freque-
ney, the barrier no longer changes its width which is a;, but its height continues
to increase with decreasing u. This causes a further increase in the value of
the integral in formula (13) and decrease in the transmission coefficient D,.
It should be noted that this coefficient is, in this case, different from zero, which
means that even below the lower threshold frequency power transmission by
the horn is possible. This transmission vanishes completely for u < u,., only

Vie )b

2 - - —
Har,

——— e et ki

| B
a«p Cn a, oy o4

Fig. 2. The “geometric barrier” of the horn for waves at frequencies u < gy, when V(a) i8 not
a monotonic function
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when the horn is a waveguide of infinite length, since in this case a; tends to
infinity and the value of the integral in formula (13) also becomes infinitely
- large, resulting in the coefficient D, taking a value of zero.

In the case where V, is an increasing function, analogous considerations
can be made. The more general version, where Vi(ay'is a continunous function,
but is not monotonie, does not contribute any new elements to the problem
under consideration and only requires more development in terms of calculation.
Thus, for example, for the funetion V (a shown in Fig. 2 it has to be considered in
evaluating formula (13) that the “geometric” barrier of the horn for a wave
of frequency u, occurs not only in the interval [0, a,], but also in the interval

[an, a.].

3. Blurred cut-off frequency of hyperbolic horns of annular cross section

In order to illustrate the general considerations in section 2 one can discuss
the phenomenon of the blurred cut-off frequency for the.famﬂy of hyperbolie
horns of annular cross section.

74

Fig. 3. The contours of the walls in some hyperbolic horns of annular eross section
\

Fig. 3 shows that each horn in this family is formed by two surfaces of
rotation which arise as a-result of rétation around the Ox axis of the curves
defined by the equations

d, h,
i) = ?u + ?0 (cosha+Tsinha), (14)
de h’o

&5 = 5 — 5 (cosha +Tsinha), . (15)
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where d, is the central diameter of the annular channel of the horn, and &, is
the width of the channel of the horn at the inlet. The constant T defines the
shape of the profile of the walls of the horn. For the family of waveguides
considered here this constant lies in the interval [0, cc). For T' = 0 the horn
has a catenoidal profile, and an exponential one for T = 1. The profile of the
horn takes other shapes for other values of T', one of which is shown as an example
by the dashed line in Fig. 3. _

It follows from geometrical considerations that the area of the cross section 8
of the family of waveguides under discussion is defined by the formula

8 = 8,(cosha+Tsinha), (16)
where 4
By = wdygh, (A7)

is the area of the inlet of the horn. ;
The horns of the form (16) have not been discussed to date in the literature,
although they have been used in practice, e.g. in axial dynamic flow genera-
tors [4].
The expression for the function V,, can be obtained from formulae (6),
(16) and (9)

(18)

ditig X ( sinh a +7 cosha )2

BT cosha +Tsinha

The behaviour of the function _V(a)& for different values of the parameter T
is shown in Fig. 4.

It follows from Fig. 4 that the character of the variability of V,, suggests
a division of the family of the horns T [0, o] into two classes: T[0, 1) and T(1,
o). The function V, decreases for the former and increases for the latter
tending asymptotically to a value of 1 /4. Only one of the family of horns discussed
here — the horn T = 1 with an exponential profile — has a constant value of
V(e) €qual to 1/4. According to section 1 the cut-off frequency of the horn is not
blurred and is, from (7) and (9), given by

1 g 27
“sf:l/z ET > s

Further consideration will begin with the class of horns T'[0, 1). The formula
for the cut-off frequency of these horns can be obtained from (7), (9) and (18).
It has the form ;

Yy ol
g ]/; ——tgh*(a+0), (20)
4
where 2 is an abbreviation for

Q =artghT. (21)
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Fig. 4. The behaviour of the function ¥, for the family of hyperbolic horns with a cross
sectional shape in the form of a circular ring

Insertion into (20) of the dimensionless abscissa of the inlet (a = 0) and
the outlet (¢ = a;) of horn gives, according to (10) and (11), the upper and lower
threshold frequencies for the horns 7 [0, 1),

L. T
Hgr1 = E = —4'—” (22)

I £
T ]/; — tgh*(q +9). (23)

In the case when the dimensionless length of the horn g, is so large that the
hyperbolic tangent in formula (23) can, to a good approximation, be taken
as equal to unity, formula (23) can be written in the simpler form

]/Tl ; (24)
et s YRR




FREQUENCY OF ACOUSTIC HORNS 143

The same value is obtained here as in the particular case of the horn ' =1
(cf. formula (19)). It should be noted, however, that an equality of the dimension-
less frequencies does not signify the equality of their absolute values, since the
horns with different profiles most frequently have differing coefficients of the
divergence of the walls, ,, which leads (cf. formula (5)) to differences in the
values of the constant f,. This constant which was ‘introduced when pz was
defined (formmula (4)) must be considered in the conversion of the dimensionless
frequencies into absolute frequencies and vice versa.

Formulae (22) and (23) indicate that the upper and lower dimensionless
threshold frequencies are less than unity for the family of the horns T [0,1).
Thus it can be seen from (4) that both the absolute upper threshold frequency
ferr = Menfo, and the absolute lower threshold frequency fpm = fgw fo are, for
these horns, always lower than f;. This fact differentiates these horns distinetly
from the Salmon family of horns, that are similar to them in terms of geometry,
‘[6], but whose cut-off frequency is not blurred and is equal to the constant f,.
Moreover, it can be seen from formulae (22) and (23) that the width of the
blurred interval of the cut-off frequency [fg, fgn], for a horn of a given length
depends on the parameter T which characterizes the shape of the profile of the
horn. The horn T = 0 has the most blurred cut-off frequency.

In order to investigate the phenomena for values of T higher than unity one
“needs consider the family of horns 7' (1, o). In this case, after consideration
of formulae (7), (9), (18) one obtains the formula for the cut-off frequency

bl -

o s ]/u——etghz(aivsz), (25)
2 4
where 2 is'an abbreviation for
v, guas ey S (26
= srtgh |- ] )
The threshold frequencies can be found from relation (25) using (10) and (11)
. ; 11 - ' ‘

Pgrr = l/-é—u Ictgh’!} 3 (27)

R 1 5 f ~
Yo = ]/—2—~ T ctgh(a+2) . (28)

It can be noted that in the case analyzed here, contrary to the sitnation
for horns of the class T [0, 1), s is lower than pg,. Thus the magnitude of
fige1» Which for the horns T' [0, 1) played the role of the upper threshold frequency,
now becomes the lower threshold frequency, while u,., changes conversely. Both
these quantities decrease with increasing T'. It follows from formulae (26) and

(27) that for T' = 1/5, the lower threshold frequency g, is equal to zero, while the
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upper threshold frequency pg,, is equal to zero for 7' — T, which satisfies the
equation

-~ {

ctgh [a, +artgh (ﬂh—)] =5 34 (29)

T 3

In order to determine T, from formula (29) it is necessary to find first the

relation of the quantities o and 7' from relation (16). After manipulation one
obtaing

l : 8 A
i 0 hiA

where S,:, is the area of the outlet of the horn.
Insertion of (30) into (29) leads to .

T ]/(g—‘:)aa : (31)

A negative number is obtained under the square root sign in formula (25)

- for I' > T, which signifies an imaginary value of Hgp- Since an imaginary value

of the cut-off frequency would be physically meaningless, it must therefore be

concluded that for T' > T, the horn transmits all the frequencies of the wave. .
Finally it is possible to give a numerical example which shows the depen-

dence of the absolute upper and lower threshold frequencies on the parameter T,

for a horn of specified dimensions (cf. Fig. 5). " .

for [Hz) -
1200 T

1000

i i )

/

600

400 \‘ . e

200 \\

: X
o1 D5 o W oirdae 2 5 10 20 504% T

Fig. 5. The dependence of the upper and lower threshold frequency on the value of T for
specific diameters of the inlet and the outlet, and a specific length of the horn



FREQUENCY OF ACQUSTIC HORNS 145

It was assumed for the calculations for Fig. 5 that, irrespective of the
<hange in the shape of the profile T, the sizes of the inlet and the outlet of the
horn and its length are constant and given by:

— the width of the channel of the horn at the inlet &, = 1.5:10-3 m;

— the central diameter of the annular channel of the horn dy = 10-* m;
— the radius of the outlet of the horn %, = 10-* m;

— the length of the horn I = 1.5-10- m.

Fig. 5 thus shows a special case of the results of the general considerations
of this section for the family of hyperbolic horns with annular cross section.
It can be seen that with increasing 7' in the interval (0, 1), the blurred interval
of the cut-off frequency becomes narrower and at the same time the upper and
lower threshold frequencies decrease. The upper threshold frequency decreases
more rapidly and accordingly, for T' = 1, f, = fy,. For T > 1 the threshold
frequencies change places: f,,, is now the lower and f,, the upper threshold
frequency. Both f,,, and f,,, tend, in this case, to zero with increasing 7'. The lo-

wer threshold frequency f,,, reaches a value of zero for T — l/é_, while the upper
threshold frequency f,, does so for T' = T, where T, is defined by formula (31).
For I' > T the horn should transmit all the frequencies of the waves propagating
in it.

4. Conclusions

The phenomenon of the blurred cut-off frequency oceurs in horns for which
the function V ,, in the propagation equation (12) does not take a constant
value. These horns are used in practice. For specific dimensions of the horn (the
diameter of the inlet and of the outlet, and the length) the blurred cut-off
frequency depends on the profile of the walls of the waveguide.

The equation of wave propagation in the horn has an analogous form to
a onedimensional Schrodinger equation in quantum mechanics. Because of
this formal analogy, the blurred cut-off frequency of the horn and its transmi-
ssion properties in the blurred interval can be determined only by way of dis-
cussion and not by solving the propagation equation.
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QUANTITATIVE IMAGE INDICES IN ULTRASONIC BIAGNOSTICS
OF INHOMOGENEOUS MATERIALS

ROBERT C. CHIVERS

Physies Department, University of Surrey, Guildford, Surrey, U.K.

The use of a commercial image analyser for dimensional analysis of discrete
features of ultrasonic images has been described previously. The present paper
reports a pilot study on the use of such an analyser for quantitative analysis of
the diffuse texture of an ultrasonic image of an inhomogeneous material. Alth-
ought such a use may provide valuable arbitrary diagnostic indices, a procedure
is outlined by which such indices may be used in conjunction with visual percep-
tual studies to optimise the display or to investigate the physical mechanisms
of image formation.

1. Introduction

The use of an image analyser for obtaining quantitative information on
the dimensions of discrete structures in ultrasonic B-scan pictures has been
described previously [1]. As was indicated in that communication, the use of
such-an analyser may be extended to the derivation of quantitative information
which is related to the visual texture of ultrasonic grey-scale scans of inhomo-
geneous materials. This paper reports a pilot study of such an application.
The discussion is couched in terms which are directly related to the problems
of medical diagnostics. This is a reflection both of the fact that the original
stimulus to the investigation was a medical problem, and also of the fact that
medical diagnostic techniques for inhomogeneous materials have developed

rather faster than their counterparts in industrial applications. It should there- .

fore be borne in mind throughout the paper that the discussion could equally
well apply to the ultrasonic diagnostics of other inhomogeneous systems such
a8 concrete, sediments, metal inclusions, ete.

The first quantitative approach to the diagnostics of inhomogeneous
material appears to be that of DENIER in 1946 [2], who reported on the basis
of a one-dimeénsional 4-scan, an excess of echoes from cancerous tissue compared
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to normal tissue. The first qualitative use of texture in B-scans (two dimensional
tomograms) appears to be that of HowrY whose brief atlas of diagnostic ultrasonie:
results published in 1965 [3], proved a model which has only in relatively recent
years been superseded. The technological developments that have made possible
the display of a very wide range of echo amplitudes in grey-scale imaging [4, 5]
have permitted the textural analysis suggested by Howry to be performed, to
some extent, by almost any operator. The technological development of Kossorr
and his workers was accompanied by the development of quantitative methods
of tissue characterization [6-9]. The circumstantial evidence which supported
these developments has been previously collated [8-10] while the current
status of ultrasonic tissue characterization has been comprehensively reviewed
very recently [11], and some of the fundamental difficulties with these appro-
aches outlined [12].

The essential problems of these quantitative methods are the relatively poor
current definition of the ultrasonic beam radiated into water, the rudimentary
level of understanding of the way in which tissues whose gross acoustical pro-
perties are known will affect the beam pattern, and the essential difficulty of
relating this information to the in vivo situation, where the content, structure
- and properties of the tissues-lying between the skin and the region which has
been selected for analysis are unknown in detail.

One of the methods of tissue characterization which involves these problems
only in an indirect way is a simple analysis of the echo patterns actually displayed
on the B-scan. This paper discusses some of the elements of such analyses. It
reports novel measurements in which the area of interest may be sampled by
a light pen for subsequent microprocessor analysis and outlines the conditions
under which such a method may be used for empirical tissue characterization.
Finally a procedure is suggested by which this method may be used to discover
the relative importance of different factors in the process of image formation,
and two approaches to the optimization of the ultrasonic visualization of inho-
mogeneous materials, by any of the visualization techniques available at the
present- time. '

2. Methods of analysis

It is implicit in image formation and display that each of stages in the
process from the generation of the initial electrieal signal to the final display
of the image will introduce some limitation on the extent or the significance of the
analysis of the image that can be performed. In turn the method of analysis
will have its own limitation and, of course, the most restraining limit in the
chain is the one that is effectively operative. -

Two main methods of analysis are available: analogue (optical) techniques
and digital (computational) techniques. The computational techniques devised

PR G ey
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primarily for microscopic analysis [13] are impressive both in range and sophis-
tication. They have undoubted advantages in the problems that involve spatial
(dimensional) information, including area on a point by point basis. Additionally
they offer memory for the storage of results, and a light pen facﬂlty for the
convenient selection and display of an area of interest.

By comparison, optical techniques must be considered limited, cumbersome
and difficult in the area of spatial (dimensional) analysis, but they have particu-
lar potential in the analysis of spatial frequency distributions. With relatively
simple apparatus, [14], they can rapidly provide a (spatially).continuous trans-
formation of the information in the original picture. In turn this transformation
may be masked and retransformed to obtain a spatially filtered version of the
original image. Whether or not this is approprlate for the images that exist,
or that may exist, as ultrasonic images of inhomogeneous systems, remains to
be investigated. The major disadvantages of this approach tend to be the relative
inflexibility of the shape of the area that can be selected for analysis, and the
fact that the result of the transformation remains, in the first instance, another
unquantified image requiring subjective assessment.

The change of image may nevertheless be extremely useful as can be seen -
from the examples shown in an optical transform atlas [15], and optical image
analysis is certainly worthy of investigation, in spite of the photographie prob-
lems mentioned in section 4. However, the present author has pursued the compu-
tational techniques, both for the potential ease of implementation in a clinical
situation, and also ‘because of their importance in the logical development.
téwards optimization of instrumentation (section 5).

3. Experimental material and methods

The pictures upon which the analyses were performed were taken during-
routine examinations with a commercial compound grey-scale scanner. They
were recorded on 70 mm roll film (as negatives) and since the work reported
here was not conceived when they were taken, no constraints were placed on
the gain, brightness, exposure or development settings to make them particularly
suitable for this analysis. Matt prints (on resin coated paper) were made from the.
negatives using automatic timing and developing systems, and the analyses
were performed under identical illamination and magnification of the prints.

The analysis was performed on the commercially available image analyser
previously deseribed [1] (Quantimet Model 720M, Cambridge Instruments,.
Royston, Herts, U.K.). A light pen was used to select an area of interest on the.
television display of the image of the print. The area of the selected region was.
measured, in terms of the number of picture points (there are 60400 points in
the whole 720 line display), and the setting of the scaled “grey-level” control
on the analyser gradually reduced. This “grey-level” control effectively changes



&k

Fig. 1. Ultrasonic B-scan, number 1, with the regions A, B, selected for analysis

Fig. 2. Ultrasonic B-scan, number 2, with the regions A4, B, O selected for analysis
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the threshold of brightness in the image that is required before a point will
register and be displayed on the television monitor. One of the facilities of the
analyser is an automatic readout of the area (within the region selected with the
light pen). Thus as the setting of the grey-level control is reduced, it is possible
to determine the percentage of the area of the selected region which is above
a certain brightness. This is the analysis that was performed in this work. The
grey level scale is an arbitrary one: a level of 55 corresponds to a threshold at
which all the points in the selected region register (i.e. it represents darkness),
and while measurable areas remained below a grey level of 10 none of the i mages
had areas below a grey level of 8. _

Three original scans which were analysed are shown in Figs. 1-3, the
- approximate regions selected for analysis being outlined and labelled with
letters. The numbers 1-3 are used as original scan indices. Table 1 shows the
areas of the selected regions in terms of the number of analyser picture points
contained. (The limit of resolution is 4 picture points). The regions were selected
for different reasons. Regions 14 and 1B are clearly different from a visual
point of view, as is region 24 from regions 2B and 2C. The difference, visually,
between regions 2B and 20 is relatively small, although the latter appears to
have rather more white space in it. Similarly 34, 3B and 3C are visually distinet

Fig. 3. Ultrasonic B-scan, number 3, with the regions 4, B, 0, D selected for analysis

5 — Archives of Acoustics 2/81
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from each other and from 14, 1B, 24, 2B and 2C but are closest to the last two.
Finally 3D was an attempt to assess the reproducibility of 3C.

The results of the analyses are shown in Fig. 4 for all these selected regions
of three original scans. The lack of control of the photographic and display
pardmeters in obtaining the original scans (Figs. 1-3) implies that the arbitrary

Tal:}e L. Relative areas of selected
regions (in analyser picture points)

. Area.
Ragim. (pieture points)

14 5352
1B 9820
24 3204
2B 12740
20 . 16220
34 18234
3B 15400
30 18508
8B T 17164

fraction of selected area

brightness scales used for analysing the indi-
vidual scan pictures differ essentially from each
other. It means that these seales for selected
regions labelled with different numbers cannot
be compared to each other. This must be borne
in mind when interpreting Figs. 4-6 in which
the curves from all three seans have been su--
perimposed for illustrative purposes. The im-
mediate impression is that the index chosen (i.e.
the way in which the regional images have been
quantified) is one which accords well with the
visual (subjective) analysis. Fig. 5 shows Fig, 4
plotted with a logarithmic grey seale. As may

a5

4035 50" 285 20. 15, 10
image brightness (arbitrary scales) —

{ «=——— analyser "grey level ")

Fig. 4. Graph of the fraction of the selected area above a given brightness level for the regions
marked in Figs. 2, 3. The brightness scales are arbitrary and different for curves from different
' scans (i.e. labelled with different numbers)
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be expected the general results are qualitatively similar as far as diserimination
is concerned, although Fig. 4 appears to be more reliable. Fig. 6 shows the
- gradients (first derivatives) of the curves in Fig. 4. These gradients can only
- be regarded as approximate, since they have been sketched by manual methods
(by plotting the gradient of the chord between adjacent data points in Fig. 4
at the mid point of their abscissae). This form of display has obvious advantages
for differentiation, although the possibility of points at which curves eross
(see Fig. 4, 1B, 20) coinciding with the points of inflexion, and the potential
similarity of curves 3B and 20, implies that both types of display (Figs. 4
and 5) should be used in the first instance.

ey
L]

- . /

[¥a]

[" 30—,

fraction of selected area
3
[ I

=
I

-—2A

3B
£t
5 3A—m 18

1 b= 1A—,

L Lovidial Rl (4v)
2 3 4 b Bl 8. 910

-<+——— og(brightness ) (arbitrary scales )

Fig. 5. Fig. 4 with a logarithmic brightness axis. N. B. Comparison of curves from different
scans (i.e. Figs. 1-3) can only be illustrative, since the arbitrary brightness scales of curves
labelled with different numbers are essentially different

Certainly the extraction of numerical indices is easier from Fig. 6: peak
position, peak height, peak width and skewness are all of potential value, but
the possibility of an extremely simple index of the percentage area above a grey
level of 30 (on Fig. 4) should not be overlooked. In all these analyses the effect
of various processes in the analysis should not be forgotten. This is discussed
further in the next section, but it is relevant to suggest that the effect of over
or under exposure in the photographic processes, or of changing the analyser
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illumination, could change curve 2C into curve 3B (or vice versa) if the system is
linear, or simply to change the shape of the curve if it is not. This would not
only affect the simple index of the percentage area above a brightness level of,
say, 30 mentioned above, but also shift the peaks of Fig. 6 (or if nonlineari-
ty is present, change their amplitude).

The method of analysis chosen for these experiments was the simplest
available, and the range of potential analyses and indices is great. There are
severe qualifications on the apparently successful pilot study reported, and the
particular procedures used. The remainder of the article is thus devoted to
a discussion of the circumstances under which the analyser, with-its inflexible
numerical regimentation may be more usefully employed than the subtle adapti-
ve comprehension of visual perception. The discussion will touch on the limita-
tions of the practical use of the analyser.

grudients

image brightness (arbitrary scales ) ———»

Fig. 6. The gradients (first derivative) of the curves of Fig. 4 plotted against brightness.
N. B. See note on Fig. 5
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Fig. 7. Factors in ultrasonic imaging that may affect the results in the type of image analysis
proposed

4. Information processing and analysis in diagnostic ultrasonics

A typical diagnostic situation is shown schematically in Fig. 7. It is clear
that there are a number of factors that may influence the texture of the picture
obtained from a piece of inhomogeneous material — indeed each label in the
diagram represents such a factor. Apart from independent effcets they may also
have cooperative affects.

The fundamental postulate of ultrasonic materials characterization is that
the material may be described by a spatial variation of the physical parameters
and that this variation has a direct correlation with the features of the material
that are of interest to the diagnostician, e.g., strength for composite materials;
type and condition for human tissues. The parameters that are considered rele-
vant for the propagation of ultrasound are the velocity of propagation, the
density, and the bulk modulus (or the elastic constants for a crystalline material).
Opinion is divided about the relative significance of these and the linear scale
of their variation in human tissue largely, the present author believes [11],
because of a shortage of reliable data.

The traditional mechanism suggested for the production of the diffuse echo
pattern under discussion is a scattering process [8-11], although the identity
of the inhomogeneities that give rise to the seattering is, certainly in tissue,
unclear at present. We may refer to “scattering centres” as points from which
the seattered waves appear to emanate (sources) to produce the bright dots



156 : R. C. CHIVERS

on the B-scan which comprise the grey-scale texture. It is by no means clear at
present that there is always a one to one correlation between an inhomogeneity
in the tissue and a bright dot on the display screen. The uncertainty arises not
only from the unknown effects of the signal processing shown in Fig. 7, but
also {from a lack of knowledge of the fundamental mechanism of interaction of
the ultrasound with the material. BURCKHARDT [16] has suggested ensemble
seattering as a mechanism, which conceptually agrees with the analysis of
AAKINSON and BERRY for blood [17], but the former offers no experimental

support for his argument.

~ From Fig. 7 it is not difficult to explain the lack of experimental investiga-
tion in this area. The ignorance on the mechanism of echo formation must to
a large extent be due to the general lack of precision in our measurement of
ultrasonic beams passing through tissue that may indicate how the interrogating
waves are disturbed before they impinge on the volume of interest [11, 18, 19].
This in turn is dependent on the precision of methods of mapping ultrasonic
fields, the careful calibration of devices for this purpose [20] and the forging of
a precise relationship between the theoretical prediction of ultrasonic fields and
their experimental measurement [21, 22].

There is almost no doubt that the field emitted by a transducer will, in
some way, influence the signals that present themselves for subsequent visnali-
zation. To date only GorE and LEEMAN [23], following Atkinson and Berry [17],
appear to have included some measure of accommodation for this in their theore-
tical development. They use a “beam profile” but with no indication as to where
or how it may be measured. ‘

The scanning regime is of particular importance. The storage of superimpo-
sed (compound) scans may produce degradation of the visual information due
to uneven scanning with a hand-held scanner or due to angular scattering
effects. Real-time scanners obviously overcome these problems at source, whet-
her mechanically or electronically scanned. However not all of these have a scan
convertor attached — which is the only easy way of feeding the image signal
directly into the unconventional raster of the analyser avoiding the intermediate
photographic processes. More importantly each different scanner would require
a_careful investigation of the effect of element shape and automatic scanning
regime on the angular and spatial seatterer visualization.

The importance of the majority of the electronic system components is
discussed in more detail elsewhere [23]. The vital feature of the display device,
if photographic methods are used as the intermediary between the scanner
display and the analyser, is linearity between the amplitude of the electrical
signal input and the optical intensity displayed. This may, alternatively, be
assessed as an overall linearity between the amplitude of the electrical signal
and the intensity of the light fed to the image analyser, whether analogue or
digital -(see section 2). If the latter is used, as in this study, considerable care
must be taken to ensure that each stage of the process — exposure, development,
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fixing — is controlled to make it as reproducible as possible; and the repro-
ducibility should be continuously monitored. :

In the present study, although no control was exermsed in the initial
photography of the display, all the subsequent processes were automatically
controlled. Some evidence for the achievement of an adequate level of reproduci-
bility may be elicited from the consistency of the “grey-levels” eorresponding
to total darkness and total brightness on the scans analysed (Fig. 4). Although
the procedures may have been adequate for the particular analysis performed,
which emphasises the shape of the curve, rather than its position on the axis,
it would be necessary to demonstrate its adequacy if another type of analysis
was performed.

5. The practical implementation and role of guantitative analysis

With the evidence for the regularity of scattering structure which is sugges-
ted by NicHOLAS and HILL [24], it would appear that twodimensional spatial

Fourier transformation of the displayed image might yield interesting results.

That this may be achieved by digital techniques is evident, if demanding in terms

of eomputational resources. The main argument in favour of analogue (optieal)

methods, in spite of photometric problems, is the lack of a major sampling
limitation in one direction (for television displays the limitation oecurs perpendi-
cular to the scan lines). This argument is reinforced by the immediate simulta-
neous display of spatial Fourier transforms in all directions. It is worth noting
that if a small arca is selected for Fourier analysis, the resolution of spatial
frequencies will be limited by a relationship identical to that quoted for the
equivalent time-domain problem [10].

For all other types of analysis, digital techniques are likely to prove most .

effective and rapid. For empirieal tissue characterization (with all its limitations
[11]) it is clear that the optimum approach would be to read from the scan
convertor directly into the image analyser. Various types of analysis could be
attempted on the material system under test, with a-view to producing a purpose-
built microprocessor based system for commercial implementation. The main
disadvantages of this are, of course, the fundamental ones outlined in section 4,
which may limit the successful extent of a partiecular (apparently appropriate)
type of analysis to one diagnostician and his apparatus. Alternatively, mdwulual
A-scans may be digitized and analysed, but any processing at all (e.g. [25])
that is involved in reducing the amount of data to economic proportlons, eompu-
tationally, will need careful consideration in terms of its influence on the signifi-
cance of the final image analysis that is performed.

With whatever system is chosen, empirical studies are possible and may lead
to significant advances in selected areas. They will nevertheless be without the
benefit of scientific understanding, and as REYNE has pointed out for biological
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tissues, they are capable of an infinitude of variation. Instrumental development
in these circumstances can only be guided by a popular (subjective) idea of
a “better” picture which has no objective grounds or direction. Tt may be argued
that the human eye — particularly that of a skilled practictioner — is more
subtle and flexible in its analytical capability than any computational system.
Whereas the present author would in no way dispute this, it does appear that
it is important to direct investigations in such a way that ultrasonic scanners are
optimized in terms of their imaging capability. Whereas scientific procedures
for the investigation of inhomogeneous systems are of clear importance, they
are also extremely difficult and complex [12], and it is proposed that the type
of quantitative analysis described above may be a crucial element in both
optimization of visual display, and in the development of our fundamental
understanding. ;

It is generally agreed that the languages for the description of images,
their structure and content are not well developed [26], and may need to be
confined in their application to specialized fields or particular aspects of a prob-
lem. As yet no such specialized vocabulary exists for ultrasonic grey-scale
images of inhomogeneous systems, and the development of such terminology
i§ eertain to be somewhat hampered by the differences that are produced of one
object (or system) with different machine settings, and (more grossly) with
different machines. Furthermore there is, at the present time [27], no clear
consensus on calibration techniques or test objects or test images for ultrasonie
pulse and continuous wave imaging systems. Some of the elements of these
problems are discussed in reference [27 1, although the two papers concerned
with ultrasonics avoid many of the crucial problems of detail discussed above.

The author suggests that the analyser discussed in the earlier part of the
paper may be used as a bridge, or common point of reference. It may be used
to provide a language basis or set of objective physical measures for the displays
which on one hand are to be optimised for perceptual diserimination, and on
the other hand are to be investigated with regard to the way in which they are
affected by such factors as material composition and properties, transducer
beam pattern, and signal processing. '

A simple example may illustrate the practical importance of this approach.
It is not intended to be specific to the analysis which has been employed: the
methodology is the prime concern. Consider three typical curves from Fig. 4:
14, 3B and 3C. It may be possible by perceptual studies to determine a rank
order for these (or any other shape of curve) in terms of the perceptual sensitivity
to slight changes that they provide. A parallel investigation can be made, using
this same arbitrary choice of numerical analysis and data display, of the way
in which, with a particular type of material, the shape of the curve is affected
by the transducer beam pattern and subsequent signal processing. Forging
a compromise between these effects and the perceptual studies will permit
the optimum visualization of that material to be performed. In other words it
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will permit that choice of the physical parameters of the instrumentation that
can be varied which will present a display of the material in which changes in
its scattering properties are most susceptible of perception.

The methodology outlined above is not in “closed form”, since it depends
upon a particular choice of numerical analysis and data display (Fig. 4) which
is essentially arbitrary, and other displays (e.g. Figs. 5, 6) or analysis are numero-
us. Perceptual studies may permit a rank ordering of the benefits of the different
analyses but limits to this will arise from the extent of the experiments performed
and the conceptual frameworks within which they are conducted. Thus although
optimization in an absolute sense may be impossible, in the shorter term the

use of objeetive criteria as a pivot for development, however arbitrary, would

appear to be only of benefit.

It has been suggested [12] that for human tissues, a direct link may be
made between pathology and display. The extent of potential benefit can more
clearly be seen in its application to model systems of known characteristics [27].
In this context it can provide extremely useful information on the extent of
variations in acoustical parameters that can be detected, as well as the effect
of their shape, spatial extent and distribution, on the image produced. In connec-
tion ‘with parameter variation over a scale that is smaller than can be measured
remotely by present techniques, the physical aspects of ultrasonic image forma-
tion in tissue and their relative importance may be assessed (in terms of arbitrary
indices). The language of communication thus established can lead to compari-
son of results between laboratories and will inevitably lead to the demand for
higher standards in the desecription of the ultrasonic systems used.

6. Conclusion

* The pilot study presented, using an expensive commercial image analyser
has shown the feasibility of deriving quantitative indices from ultrasonic grey-
scale B-scans of inhomogeneous systems that reflect the textual discrimination
that is visually achieved. The potential of this technique in empirical materials
characterization for developing microprocessor-based equipment to give nume-
rical indices of a specific diagnostic problem is clear. Such techniques will still be
instrumentation dependent and the main value of the types of analysis presented
is in using the indices to optimize the display for visual perception. Further
extension to inhomogeneous systems whoge microstructure is known will permit
the optimization of ulfrasonic visualization systems to an extent which is only
limited by the arbitrary nature of the visual indices used. The cost of the analyser
which has significant flexibility, prohibits the widespread development of these
studies, and work is in progress toassess the feasibility of transferring data from
different laboratories to one central analyser. The results of these studies will
be reported in a future communication.
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BY ULTRASONIC AND DIELECTRIC METHODS
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The Technical University of Rzeszéw, The Institute of Mathematics and Physics
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Relaxation processes have been found to occur in 4-n-methoxyhbenzoated-
-4-n-pentylphenylene and 4-n-octyloxyphenylene-4-n-pentyloxybenzoate. The
findings are based on ultrasonic and dielectric investigations. Both chemical
compounds exhibit two regions of relaxation in the range of frequencies investi-
gated. A comparison has béen made of the values of the activation energy
derived from the dielectric and acoustic investigations.

1. Introduction

In the last few years there has been particular interest in acoustic methods
of investigating liquid crystals [1,3-5, 8, 9]. One of the reasons for this is the
unique physical properties of liquid crystals which combine the properties of
liquids, such as fluidity, with the properties of solid bodies, such as anisotropic
physical properties and the possibility of observing a long-range order. Critical
phenomena [7]in liquid crystals have also been examined. This paper is devoted
to the investigation of the propagation of elastic waves in a frequency range of
2.5-60 MHz in samples of two chosen nematic materials.

2. Materials and apparatus

In the investigations performed, the following organie compounds were
used: 4-n-methoxybenzoate-4-n-pentylphenylene produced in the Institute of

CH,OAO—GZS—O—CJIH

Basic Chemical Sciences of the Medical Academy in Lod%; and 4-n-octyloxyphe-
nylene-4-n-pentyloxybenzoate received from The Institute of Chemistry of the

=SUE O
.csﬂlloO—GZOOwcsHI7

M. Luther University in Halle.
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The substances in question reveal, under a microscope, the properties of
nematic erystals. Transition phase temperatures obtained by the DSC method
for 4-n-methoxybenzoate-4-n-pentylphenylene are: solid state—29.1 °C nematic
phase —41.6 °C isotropic liquid, while for 4-n-octyloxyphenylene-4-n-pentylo-
xybenzoate the temperatures are: solid state—51.6 °C nematic phase—83.1 °C
isotropic liquid. The measurements of the transition phase temperatures were

. performed in the University in Halle using a DSC apparatus made by Perkin-El-
mer. The measurements of the coefficient of absorption and the velocity of
propagation of the ultrasonic waves were performed with an ultrasonic set
of high frequency, the US-6, and an ultrasonic interferometer, the UI-15, both
made by IPPT of Warsaw (Fig. 1).

oscillograph ;
wave meter receiver
transmitter crtrénwtor %

system of transducers
and measurement vessel

Fig. 1. The block diagram of the
measuring set

The relative error in determining the value of the absorption coefficient o
the ultrasonic wave was 6 % for f = 2.5 MHz reducing to 29, for f = 60 MHz.

Before measurement the sample was thermally stabilized for two hours.
The temperature of the liquid erystal was taken with a copper-constantan
thermocouple and a digital voltmeter V-534.

3. The results of the measurements
Measurements of the absorption coefficient and the velocity of propagation
of the ultrasonic wave at various temperatures which included the nematic
mesophase and the isotropic liquid were carried out for 4-n-methoxybenzoate-
4-n-pentylphenylene and 4-m-octyloxyphenylene-4-n-pentylexybenzoate. The
results of the measurements of the absorption coefficient and the veloeity at
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different frequencies, for given temperatures can be used to establish the experi-
mental dependencies

a

F;F(f): ai = F(f), ’
where a denotes the absorption coefficient, f the frequency, al the absorptlon
coefficient in relation to the length of the wave.

Some of the measurements obtained on 4-n-methoxybenzoate-4-n-pentyl-
phenylene have been presented previously [2]. For 4-n-octyloxyphenylene-4-
n-pentyloxybenzoate, Table 1 shows, as an example, typical results of the
measurements of the absorption coefficient and the veloclty of the ultrasonic
wave (at a temperature of 58 °C).

Table 1. The measurements and calculations for

— /O e P
CEHILOOC—@OCSHH at 58 °C

y : a

f(MHz] | afem] | vfm-s-Y | az100 | 72107
[em~1-82]

2.5 1.03 1405 5.79 16.48
5.0 1.12 1400 3.14 - 4.48
7.5 1.08 . 1410 2.04 1.93
0.6 1.84 1402 2.60 1.99
11.0 . 1.82 1452 2.40 1.50
13.6 2.23 1442 2.36 1.21
15.8 2.40 1422 2.16 0.96
18.8 3.46 1166 2.14 0.98
22.3 5.49 1293 - 3.18 1.10
27.0 0.34 1350 4.07 1.28
34.4 24.69 1307 9.38 2.09
35.0 | 25.60 1260 922 | 2.09
37.0 27.65 1295 9.68 2.02
40.0 15.70 1360 5.34 0.98

4. An interpretation of the results

While interpreting the results, it was found that the function «i = F(f)
is a complicated one, possibly containing information about more than one
relaxation time. Based on the data given in Table 1, Fig. 2 shows the dependence
as a function of frequency. From Fig. 2 we can determine the value of the
frequency of relaxation for the region containing the maximum, but the lack
~of experimental points for frequencies below 2.5 MHz does not allow us to state
the second frequency of relaxa,tlon




ax10?}
10k
9 b
8k
7 =
6 —
5 =
e 3
ik
3
’ =
0 1 S e Y S A e e 1 | T L Lot
1 2 3 4 56 8 10 20 30 40 50 60 f
Fig. 2. The dependence of a on the frequency of 4-n-octyloxyphenylene-4-n-pentyloxybenzo-
ate at 58 °C
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Fig. 3. The dependence of a/f? on the frequency of 4-n-oetyloxyphenyleue-4-nei)entyloxyben-
zoate at 58 °C :
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mental points
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Table 2. Measurements and calculations of the frequency and the time of

" relaxation for

- o 0
: csﬂuo{>—c‘i{oo—ocsﬁl,

Acoustic Dielectric*

TrC) | fr M2 | p-10-90s1 | 7101 | f (MH2 | vge10-%(8)

56.4 e 1008 53.5 0.222 71.691
35.00 0.455

58.0 i _— 61.2 0.475 33.506
36.20 0.439

67.1 o 748 66.5 0.763 20.859
37.00 0.430

76.6 38.00 0.415 72.5 1.350 11.789

77.0 6.385 2.494 78.5 2.630 6.052

80.3 7.857 2.026

* unpublished information received from Dr. H. Kresst of the
M. Luther University in Halle.

Table 3. Measurements and calculations of the frequency and the time of
relaxation for

‘ g i
CHSO—O‘CAOO-(%HH

Acoustic

TC] | fr (MHz] | 2p-10-8 [s]

: Dielectric*

711 | fo (MH2) | p10-8 [s]

31.5 1.74 9.346 30.0 1.04 15.000
24.60 0.645
2.00 7.958

34.5 27.2 0.78 20.400

25.20 0.624 :

38.3 2.68 6.169 31.5 1.20 13.000
36.00 0.442

45.0 3.49 4.556 34.5 1.69 9.418
39.00 0.408

'38.3 2.40 6.634

* the measurements were carried out by the author in The M. Luther

University in Halle,
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It is possible to interpret the results of the ultrasonic absorption, if we
assume that two relaxation regions exist in the frequency range under examina-
tion. It has been found [4] that for the nematic mesophase of liquid erystals
at temperatures T < T,, — 15 °C (T,, — the temperature of the transition from
the nematic phase to an isotropie liquid) relaxational processes occur with more
than one relaxation time.

fa b 5
100 |~

40 -
20

-—x-——--—.*.______‘__“_x_

1 1 | s
28 29 30 31 (/TI0KT]

Fig. 4. The dependence of the natural logarithm fr on 1/T of 4-n-octyloxyphenylene-4-n-pen-

tyloxybenzoate
x — acoustic measurements, o — dielectric measurements
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When we are dealing with only a single relaxation process then the express-
ion for the absorption coefficient depends on the frequency and we can state
it according to Lamb’s formula as follows: ;

o A
"l
1+{—=—

: Ir
where the constant 4 contains information on the contribution of the relaxation
process to the absorption, whereas the constant B corresponds to the classical
part of the absorption, and f; denotes the frequency of relaxation. To determine
the relaxation time for the lower frequencies, mathematical methods were
employed together with the theoretical curve of relaxation given in Lamb’s

formula. Fig. 3 shows the results obtained for the sample in question over a fre-
quency range of 0.1 to 20 MHz.

+B, ' parhly
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Fig. 5. The dependence of the natural logarithm fr on 1/7T of 4-n-methoxybenzoate-4-n-pen-
tylphenylene

X — acoustic measurements, o — dielectric measurements
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: The results of measurements and calculations of the frequency of relaxation,
and of the acoustic and dielectric relaxation times of the liquid erystals under
- consideration are given in Tables 2 and 3. The frequencies of relaxation determi-
‘ned in the investigations can be divided into two regions: the first one covers

a frequency range up to about 20 MHz the second from 20-40 MHz. Figs. 4 and 5
show the dependence of the natural logarithm f;, on 1/T for the substances
tested. The same figures show the dielectric relaxation data based on indepen-
‘dently performed measurements. In both regions the relaxation frequencies
increase as the temperature increases.

Making use of the fact that the relaxation frequency of the process is subject
to the law of Arrhenius

E
Ir =foeXP(—‘ﬁ), (2)
where E denotes the activation energy of the process, R is the gas constant,
T is the absolute temperature, and f, is a constant, we can determine the activa-
tion energy from the dependence

miai EE

5 —RE

The determined activation energies are shown in Table 4. As we can see
from the data given in Table 4, distinetly different activation energies for
acoustic and dielectric relaxation indicate that we are dealing with two different

(3)

Table 4. The activation energies of processes from acoustic E,, and dielectric B,y

relaxation
J J Relaxation
Compound Euq [_l] Bag [ ] band
mo mol. [MHz]
0 60.715 94.711 2.5-20
o / < >
C‘H“OO_C—O OCsHyr | 4199 | mo data 20.0-60
S available
' 0 34.111. 79.194 2.5-20
H — H
R < > e O-O—C‘ n 27.580 | Do data 20.0- 60
available

processes. If we assume that for a frequency of one megacycle per second the
relaxation is based on a mechanism of rotation of the end groups of the molecule,
then the results obtained for both substances would testify that different frag-
ments of the molecule are excited in dielectric and in acoustic relaxation.
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INFORMATION CONTENT AS A PARAMETER OF ACOUSTICAL HOLOGRAM
RECONSTRUCTIBILITY
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The aim of this paper is to disciss the information content of an acoustical
hologram and to determine its dependence on the determining parameters. It is
also to look for the threshold of the information content which has to be rea-
ched in order to perform a successful reconstruction of the hologram.

Introduction

Information content is one of the parameters which characterises every
information system. The holographic visualisation method may be considered
as a method which permits the storage of a large amount of information. The
rigorous determination of the information content of a hologram is a complicated
problem which has not yet been fully solved. This paper presents a preliminary
attempt to quantify the infortnation content of acoustical holograms.

Theory

Let the coordinate plane #, y be identical with that of the hologram. Then
the information content of the hologram, I, in the first approximation is deter-
mined as [1] ; ‘

Io = 10g2 (H:.I:Hyﬂ:c ly) [blt]! (1)

where Exland l, are the minimum resolvable distances along the 2 and y axes,
respectively; H, and H, are the dimensions of the rectangular hologram. To
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- assess the information content of the acoustical hologram I, we shall start
from this formula. :

During visualisation with acoustical holography the problem of sampling
the hologram at discrete points often arises. It is necessary to determine the
number of these points for which the amplitude has to be sampled in order to
optimise the recording of the information on the subjeet coded in the interference
pattern. The sampling theorem [2] determines the number of these sampling
points. Under the theorem, an arbitrary wave front across the aperture S,
containing spatial frequency variation up to a limit of B lines/em is recorded
fully if its amplitude is sampled at intervals of 1/2 B em. This means that for
a rectangular aperture of area § = H_H, cm? the wave front is fully determined
by sampling at 4B*S8 points. In this way the information about the subject
coded in an acoustical hologram can be recorded most effectively. Further
increase in the number of points recorded does not contribute to increasing the
information content. This means that the points in which the information,
for the determination of the information content of an acoustical hologram
should be sampled, are spaced by 1/2 B em. Thus the information content of
the hologram is

I“ = lOgg‘iBES. (2)

If the smallest spacing of lines d (d-! is the spatial frequency of the inter-
ference pattern)is d = A/2sinfsin® [2], where 1 is ultrasonic wavelength, 26

5
=
T =5
Cb\ ;}\ -
Fig. 1. Experimental set-up
201 ! 1— object, 2— minitank, 3 and 4 — reference and object
beams, respectively, 5 — He-Ne laser with optical system,
3 4 6 — lens, 7 — camera

\
is the angle between the reference and object beams, @ is the angle between
the line bisecting the angle 20 and the hologram plane (see Fig. 1) then the
information content of an acoustical hologram is given by

I, = log,(168sin*0sin® @ [1%) (3)
or ,
I, = log,(168f*sin*0sin*®[c¢*) [Dbit], (4)
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where ¢ is the velocity of the ultrasonic wave and f its frequency. It is easy to
see that I, is a function of five independent parameters. Figs. 2-4 shows I, as
a function of some of these parameters. It can be seen from Fig. 2 that in order
to increase the information content of the hologram, increasing the area is more
effective than increasing the frequency. The influence of the value of the ultra-
sonic velocity on the information content of the hologram is shown in Fig. 3.
It can be seen from this eurve that it is necessary, when choosing the liquid in
the minitank, to consider not only its surface tension and viscosity but also its

Stem?]

= 10 20 40 60 80 100
I, [bit] I 3 [ 1 I 1 S g

2 I Lo TR DN N S e
] 2 ; ; 6 8 10
fIMHz]

Fig. 2. Curves of the information content I, vs. the aperture area S
a — for 3 MHz; b — for 5 MHz. Other parameters are as follows: the angle between the reference and object
beams, 20 = 60 degrees; the angle between the line bisecting the angle 26 and the hologram plane, ® = 90 degrees;
the velocity of the ultrasonic wave ¢ = 950 m/s. Curves of Ig vs. the frequency f :a’ — for S equal to 20 em?,
b’ — for S equal to 50 em®. Other parameters are as follows: ¢ = 950 m/s, 20 = 60 degrees, ® = 90 degrees

1o 1bit]

18 -

| 1 | | 1
" 07 08 09 1.0 15

¢ x 107%Im/s]

Fig. 3. Curve of the information content I, vs. the velocity of the ultrasonic wave ¢
other parameters are as follows: the aperture area S = 20 cm?, the frequency f = 5 MHz, the angle between the
reference and object beams, 20 = 60 degrecs; the angle between the line bisecting the angle 20 and the holograme

} plane @ = 90 degrees
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I, bit] : Y

L

i

15 l ! ! ! 1 I |
20 40 60 80.. @l

Fig. 4. Curve of the information content I, vs. the angle 0 (half the angle between the reference
and object beams) 3
other parameters are as follows: the aperture area § = 20 em?, the frequency f = 5 MHz, the velocity of the
ultrasonic wave ¢ = 950 m/s, the angle between the line bisecting the angle 26 and the hologram plane, ¢ = 90
degrees

ultrasonic wave velocity. Since the dependence of I, on 6 and @ is identical,
we shall investigate only the relation I,(0) for a constant value of @. The curve
in Fig. 4 shows that the value of the angles 0 and @ have considerable influence
on the value of I, in the range 15 to 50 degrees. The possibility of increasing
the information content in this way has not yet been sufficiently exploited.

Experiments

In the experimental set-up, both in its ultrasonic and optical parts, we have
used only the basic elements which, from a theoretical point of view, are needed
for holographic imaging. We have used no such elements or methods as acoustical
lenses ete. which would decrease the intrinsie noise of the experimental apparatus
and influence the amount of artifacts. The experimental acoustical holography
set-up using free liquid surface deformation as the acoustooptical transformer,
which is similar to that described in another paper [3], is shown in Fig. 1. The
object to be visualised (1) (the letter L) was situated in water 8 em below the
surface. In the minitank (2), which served as the acoustooptieal transformer, -
there was a layer of silicone oil of approximate thickness 2 mm. The reference (3)
and object waves (4) were generated by piezoelectric transducers of 46 mm dia-
meter. Experiments were performed at frequencies of 1.23, 2.44, 3.62 and
4.88 MHz. The angle between the object and the reference wave vectors was
chosen so that in the silicone oil the angle 20 was equal to 60°. We have assumed
that the interference pattern is created on an ellipse of area 19.19 square centi-
meters. The interference pattern was illuminated with a ecollimated mono-
chromatic optical wave beam obtained from a He-Ne laser (5) and optical
system. Since the spatial frequenecy d—* influences the separation of the diffraction
orders [4], the record of the created interference pattern — the hologram — was
reduced optically by a factor of aproximately four and recorded on a photo-
graphic plate (7). The reconstruction was thus not carried out in real time.







Fig. 5. a) photograph of the object. The diameter of

the tube is 0.3 em, the height is 2.0 em; b) the recon-

structed image at a frequency of 2.44 MHz; c) the
image at a frequency of 4.88 MHz
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e
Discussion

Values of the calculated information content of the acoustical holograms
recorded on the elliptical area mentioned above for the described experimental
conditions are presented in Table 1. The reconstruction of the object recorded

Table 1

f [MHz)| 128 | 244 | 3062 | 488
I,  [bit] | 13.66 | 1563 | 1680 | 17.75

in the hologram at the lowest frequency of 1.23 MHz was not possible as a result
of the strong influence of the noise of the experimental set-up and artifacts. The
images of the same object obtained by reconstruction of the holograms recorded
at frequencies of 2.44 and 4.88 MHz are shown in Fig. 5b and 5¢ along with
the photo of the object itself (Fig. 5a). The improvement of the quality of the
image of the object with the increasing I, of the hologram is distinet. It is
reasonable to assume that it should, in the near future, be possible to determine
the quality of the reconstructed image by means of the parameter of the infor-
mation content I,, using some objective physical method.

On the basis of the preliminary results obtained we suppose that in order
to obtain an image when reconstructing an acoustical hologram it is necessary
to make a hologram having information content of about 15 bits. Since the qua-
lity of the image increases with increasing information content, it is necessary
to reach as high a value of I, as is possible. In acoustical holography visualiza-
tion by means of a free liquid surface, it is necessary to take into account the aim
of the visualization (nondestructive testing, medical diagnostics, ete.), and the
dependencies plotted in Figs. 2-4. One should decide on the basis of an analysis
of the purpose of the visualization process the physical parameters by means of
which this goal could be achieved.

The results presented here are considered to be preliminary one. A more
exact formula for I, as well as objective criteria for the reconstructibility of
acoustical holograms should be developed in the near future.
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THE MOLECULAR CHARACTERISTICS OF OIL FRACTIONS DETERMINED

FROM ULTRASONIC VELOCITY MEASUREMENTS

WIESEAW SZACHNOWSKI, BOGDAN WISLICKI

Institute of Aviation, Warsaw

This paper presents the results of measurements of ultrasonic velocity in
liquid hydrocarbon multi-fraction fuels and individual hydrocarbons, on the
basis of which the Rao constants, the mean distances between the surfaces of the
free molecules, the Langemann constants, and the acoustic diameters of the
molecules were determined. The dependencies of the acoustic constants, the
distances between the molecules and the acoustic diameters of the molecules.
on the density and on the molecular mass for different fractions of fuels and diffe-
rent individual hydrocarbons are presented. It was found that the quantities
used in molecular acoustics can be used to characterize the properties of multi-
component hydrocarbon mixtures and to identify their structure. The results
of the investigations confirmed the usefulness of the concept presented in this
paper — the concept of the inclusion of the intermolecular interaction forces by
achange in the acoustically determined intermolecular distances in a hypothetical
equivalent single — component liquid.

Notation

A, a, B,b — characteristic constants of a homologous series of hydrocarbons

€4y
Oy

RS

Ky

e

— content of aromatic carbon (in 9%)

— content of naphthene carbon (in %)

— content of paraffin carbon (in 9%)

— ultrasonic propagation vélocity

— acoustic molecule diameter

— molecule diameter determined from refraction
— mean distance between surfaces of free molecules
— constant

— number of aromatic rings

— number of naphthene rings

— total number of rings

— modulus of isentropic compressibility

— Lagemann’s constant
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— molecular weight

— Avogadro’s number

— optical refractive index at the D line

— Rao’s constant

— sulphur content

— temperature

— solidification temperature

ignition temperature .
— volume

— molar volume

~ Rao’s constant

— coefficient of isentropic compressibility

< density

— reference density

— density at the temperature of the investigation
— kinematic viscosity

TRpcEIIvRENaN
|

1. Introduction

The ultrasonic velocity and its relation to the density of a liquid permits
inforniation to be obtained on the clremical and physical structure of the liquid.
The relation of these quantities to the molecular weight and the specific heat
make it possible to determine the interaction forces, and the volumes and
diameters of relevantly defined molecules, ete. The additivity of ultrasonic
velocities in the case of liquid mixtures, which has been investigated by different
workers [1, 8, 15], permits knowledge obtained about the physical structure,
the solubility, and the accompanying dilatation effects to be evaluated. The use
of the ultrasonic velocity for structural analysis and the determination of the
physical and chemical properties of simple hydrocarbon mixtures, fractions,
and products from crude oil has been limited to date. The investigations of
CORNELISSON, WATERMAN, HARVE [2], for example, dealt with the relations
between the viscosity, the optical refractive index, the surface tension, and the
ultrasonic velocity (v-n-¢ and »-¢-b), and the dependence of ultrasonic velocity
on density for fractions of mineral oils. These papers had a fundamental charac-
ter and were limited to saturated oil fractions. There is a lack, however, of
detailed information on the relation of the ultrasonic velocity to the consti-
tutional properties of fractions of crude oil: fuels, oils, ete. The investigations
of the utilitarian properties of the products have been limited to the determi-
nation of the elastic constants — moduli and coefficients of adiabatic compressi-
bility — and, more recently, of the density.

The present paper presents the results of measurements of the ultrasonie
velocity and its relation to the molecular weight and density of multi-component
hydrocarbon mixtures and fractions which are components of oil fuels.

The essential difficulty in the investigation of mixtures of this type, and
in particular, the hydrocarbon fractions, is not only a lack of an equation of
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state for the real liquid, but also of mixing principles. In the case of real liquids
these principles exist only for two-component and sometimes three-component
systems. Thus all the quantities, which are measured relatively, are determined
by mean values. Of necessity the problem of mixtures is reduced to a hypothe-
tical one-component liquid. Each molecular interpretation, both of the measure-
ment data and of the material constants, including rheological models, also
applies to this kind of liquid. How, therefore, should such quantities as the
optical refractive index, the molecular weight, and particularly the molecular
diameter, the intermolecular distance or the coefficient of compressibility be
interpreted ? Of necessity the only possibility is the use of the model of the mean
liquid mentioned above. This involves, according to the present authors, the
assumption of the unambiguous definition of a molecule of such a one-compo-
nent mean liquid. From the point of view of molecular physical chemistry and
mathematie correctness, the closest solution is the assumption of a molecule
diameter which is defined on the basis of the statistical theory of liquids. This
will be a space in which the probability of the existence of a molecule with
a complex of interactions is equal to unity. Certainly for such a simple model,
for the interpretation of phenomena related to wave propagation, it can be
assumed that long-range interactions are represented by changes in the molecule
diameter and the intermolecular distance. Accordingly a lack of intermolecular
interaction can be assumed in a model of such a liquid. The model of ultrasonic
wave propagation becomes simplified, and the velocity can be regarded as the
sum of the wave propagation velocities in the intermolecular space, and inside
the molecule.

~ The above gross approximations can, for the purposes of the understanding
and description of multi-component mixtures, use the characteristic quantities
_ defined by optical and dilatometric methods, and by the methods of molecular
acousties. - -

2. Relations and characteristic constants

The basic constitutional quantity of liquid organic compounds, which
links the ultrasonic velocity and the density, is the coefficient or modulus of
isentropic compressibility

By = = )

In liquids the quantities ¢ and ¢ decrease as the temperature decreases,
with the exception of water and some mixtures of strongly polarized compounds.
This is described, for example, by the known Rao relation [11, 12]

8.4 eM '
T = l/ci- = const. (2)
e
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The significance of the quantity R, the so called molar sound velocity, results
from its additive and constitutional properties. For most organic solutions,
liguid chemical elements, and some mixtures, the constant R is usually indepen-
dent of temperature. Over a moderate temperature range relation (2) is satisfied
for some nonassociated liquids. There is, however, a group of organic compounds,

~e.g. paraffin or the aromatic hydrocarbons in crude oil, for which R + const.

In the case of oil hydrocarbons it is interesting to note the change of the
quantity E in a homologous series and in mixtures of their components, and the
dependence on P and T. The investigation of relation (2) as a function of molar
mass has shown in many cases a linear character [12]:

BE=aM+b. (3)

For aliphatic hydrocarbons the values of a and b in equation (3) are respec-
tively 13.97 and 155, while for aromatic hydrocarbons they are 14.02 and
120 [1]. The opinion has been voiced in the literature that the constant a is
practically the same for different homologous series [11, 12].

For a number of liquids the expression gi/ﬁ, takes constant values over
a wide range of pressure and temperature [12]. This expression in the form of
the relation

M

W =i

oV/8,

is known as the molar compressibility. From relations (1), (2) and (4) the follo-
wing relation can be obtained .

W = MR, (5)

(4)

For nonassociated liquids the quantity W is also constant and should
satisfy the condition of invariability better than does the constant R. This
was confirmed in paper [10] for binary hydrocarbon mixtures of different
concentrations. For most mixtures the following linear relation exists

W =AM+B. ‘ (6)

For mixtures containing both “lighter” and “heavier” components, relation
(6) is rectilinear, while relation (3) is not. The rectilinearity of relation (3)
occurs with the introduction of equimolar volumes, while relation (6) is rectili-
near in practically all cases.

In addition to the constants mentioned above another equation, proposed
by Lagemann, may be used [1, 12]

de —
L. = EVM = const. (7)

This is satisfied by many organic liquids and their mixtures. In the region
of considerable change in the temperature coefficient of sound veloeity, i.e.
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near the critical and solidifieation temperatures, this relation is not satisfied
[, 12]. .

Knowing the temperature coefficient of the sound velocity and the coeffi-
cient of expansion, the density and the molecular weight, it is possible to define
the acoustic diameter of the molecule [7]. This diameter may be interpreted
as being close to the statistical molecular diameter. The acoustic molecular
diameter can be defined, for example, using the following relation [7]

1 [ de )
— \Vam M 1/3
e \dT ]» ( ) : ®)

e — — =

. ST (dc 1 14dv oN
: c\dT |, 3 V\dT |,
Assuming a spherical shape for the molecule JACOBSON gave a relation

permitting the determination ef the distance between the surfaces of the free
molecules [5, 6]

g
J = o )
where K = const for I' = const.

By analogy with an ideal gas, the quantity J can thus be regarded as the
free path. As for the molar sound velocity, this quantity, in view of its dimension,
is interesting for interpretation only. The values of K for different temperatures
are the following: 0 °C.— 588; 10 °C — 604; 20 °C — 618; 30 °C—— 631; 40 °C —
624; 50 °C — 652 [10].

3. Procedure

The hydrocarbon mixtures analyzed were separated in the form of frac-
tions of the oil fuels: jet fuel (1) and Diesel fuel (2, 3, 4, Tables 1 and 2) [9].
Some of these fractions were represented by only one kind of structure, in
other a gpecific kind of structure dominated [9]
I — m-isoparaffin and naphthene fractions,
II — m-paraffin fractions,
ITI — isoparaffin and naphthene fractions,
IV — isoparaffin and naphthene fractions with a majority of naphtene fra-
ctions, :
V — isoparaffin and naphthene fraction swith a majority of isoparaffin
fractions, :
VI — aromatic unieyelic fractions, #? = 1.48 +1.53,
VII — aromatic polyeyelic fractions, w2 > 1.53.
The method of separating the fractions is described in reference [19].
Using the methods of liquid and column chromatography, fractions I, VI and

7 — Archives of Acoustics 2/81
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Table 1. The standard properties of fuels

Properties Sompla
{ | 2 | 3 | 4
922 0.8150 | 0.8371 | 0.8412 | 0.8484
- distillation [°C]
beginning 148 - =t -~
109, 158 L - 250
t 509, 193 L - =
‘ 909, 242 T = =
989, 270 2 = =
up to 300 °C = 749, 509, 689
up to 350 °C L 959, 859 929,
»20 [cSt] 1.63 4.84 5.51 7.23
e [°C] ' (TR e o, P sy £ L e
i a6] 36 M.P. | 80 M.C. | 60 M.C. | 36 M.P.
S [%] 0.029 | 0.271 | 0.650 | 0.372

Table 2. The physical and chemical properties and the structural composition of the fractions
separated from the fuels

Fraction : Tk on M 720 Cp GA ‘ ON KU KA -KN
3=l —60| 0.7958 148.6 1.4395 | 51.2 ; 1.5 | 47.3 | 0.87 | 0.04 | 0.83
-3 —8 | 0.8088 226.9 1.4478 | 66.4 | 0.0 | 33.6 | 0.90 | 0.00 | 0.90

I —2 +11 | 0.8062 225.0 1.4351 | 93.7 | 0.0 6.3 | 0.17 | 0.00 | 0.17
-3 +11 | 0.7742 218.4 1.4345 | 93.5 | 0.0 6.5 | 0.17 | 0.00 | 0.17

11T -2 —70 | 0.8209 218.4 1.4530 | 58.6 | 0.0 | 41.4 | 1.12 | 0.00 | 1.12
—4 —63 | 0.8286 228.0 1.4566 | 57.0 | 0.0 | 43.0 | 1.26 | 0.00 | 1.26

v —1 —70| 0.8101 152.0 | 1.4429 | 37.8 | 0.0 | 62.2 | 1.20 | 0.00 | 1.20
—3 —70 ] 0.8065 229.0 1.4481 | 71.1 | 0.0 | 28.9 | 0.79 | 0.00 | 0.79

-1 —T70 | 0.7948 148.0 { 1.4400 | 48,9 | 0.0 | 51.1 | 0.89 | 0.01 | 0.88

v 2 —60 | 0.8266 222.0 1.4554 | 56.1 | 0.0 | 43.8 | 1.25 | 0.00 | 1.25
=4 —70| 0.8285 223.9 | 1.4561 | 56.5 | 0.0 | 43.5 [ 1.25 | 0.00 | 1.25

—4 —60 | 0.8331 228.5 | 1.5482 | 55.2 | 0.0 | 44.8 | 1.34 | 0.00 | 1.34

-1 —60 | 0.9008 150.9 1.5177 | 39.3 | 67.9 2.8 | 1.28 | 1.23 | 0.03

VI -3 —65| 0.9093 216.9 1.5133 | 43,1 |40.4 | '16.5 | 1.76 | 1.26 | 0.50
—4 —35| 0.9137 231.6 1.5088 | 34.2 | 23.7 | 42.1 | 2.28 | 0.82 | 1.46

-2 —60 . 0.9689 176.5 1.56626 | 37.7 l52.0 10.3 | 2.06 | 1.72 | 0.34

VII -3 —63 | 0.9632 182.5 1.5472 | 21.4 |53.4 | 25.2 | 2.20 | 1.50 | 0.70
—4 —50 | 0.9856 199.4 1.5592 | 17.8 | 52.6 | 29.6 | 2.58 | 1.63 1 0.93
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VII were separated on silica gel. By complexing fraction I with urea fractions IT
and IIT were separated. By complexing f:ractlon III with tiourea fractions IV
and V were sep&rated

The density o}’ (41 x107*), the optical refractive index n} (41 x107%),
and the molecular Weight M (1%, of the fractions were measured. The depen-
dence of the density on temperature was calculated according to [14]. This other
quantities were determined by standard methods according to the Polish
Standards. The carbon content and the number of rings in specific types of
structure were determined by the n — ¢ — M and G — L methods of structural
analysis [3, 18]. The ultrasonic velocity (4-0.0%) as a funetion of temperature
at normal pressure ¢(T) was measured by the ultrasonic interferometric method
developed at the Institute of Aviation (in cooperation with the Institute of the
Fundamental Technological Research). The quantity ¢(7') was measured over
a temperature range from the solidification point of the fraction to --80 °C
at a frequency of 10 MHz. Using the quantities ¢, ¢, M, the respective values of
the quantities defined by relations (1)-(9) were determined.

4. Results

The characteristic ranges of the values of the coefficient of isentropic
compressibility at 20 °C for the paraffin and naphthene fractions (I-V), and for
the aromatic fractions (VI, VII) were respectively 0.63-0.74-10-2 m?-kG~* and
0.45-0.57-10-2 m2-kG! (see Table 4). It follows from these results that §, can
be used in structural identification. In the case of the aromatic hydroecarbon
fractions, unicyeclic structures can be distinguished from polyeyclic ones.

The coefficients of correlation and regression (Table 7) showed a linear
relation between ¢ (n) and S, (n) on a logarithmie scale, Figs. 1.2, partlcularly
clearly for aromatic fractions.

The functions R (M) and, particularly, W(M) were also found to be linear
(see Figs. 3, 4). As before this linearity was better for the aromatic hydrocarbon
fractions. For the other fractions the maximum nonlinearity was =45 ¢, (Table 4).
This was confirmed by the coincidence of the value of the coefficients of reg-
ression (Table 7) and the behaviour of these funetions for the individual hydro-
carbons. No linear correlation was found for the relation L(M). :

The behaviour of the relation J (T') (Fig. 5) and the temperature dependence
of the other acoustic quantities (Tables 5, 6) confirmed the structurally varied
_ character of the fractions. The same distinet differentiation of fractions occurs
in the case of the relation f,(J) (Fig. 6). The results discussed so far can be used
for the structural identification of multi-eomponent hydrocarbon mixtures.

A separate group of results giving information about the molecular structure
consists of the quantities describing such statistical parameters of the molecules
as the diameters, defined acoustically or from refraction, and the Jacobson
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. Table 7. The coefficients of correlation and regression for the dependencies analyzed

Correlation Coefficients of regression equations
Dependence coefficient
e @ b ¢
pafaffin and naphthene fractions
Bs(n) —0.799 = = ad
Bs(n) 0.808 9284.86 —11055.2 3715.04
log fs(n) —0.795 4.9648 —2.1694 -
log B, (logn) —0.796 2.9801 —17.1954 -
¢ {n) 0.854 9223.64 —13306.7 5435.83
R (M) 0.989 230.47 12.546 -
W (M) 0.993 135.62 8.7459 =
aromatic fractions*
Bs(n) —0.910 393.01 —222.62 =
Boln) 0.944 6486.69 —8210.97 2617.43
log B, (logn) —0.929 2.8772 —6.2770 i
¢ (n) 0.927 —38600.6 50688.0 —16023.6
R (M) 0.923 445.68 9.0799 i
W (M) | 0.951 196.29 7.2590 -

* Data on the aromatic fractions of other fuels [16] were also used in the calculation
of the coefficients.

constants, which are a measure of the intermolecular distances. They form-
a group of the same quantities at, for example, the density, the optical refractive
index, the molecular weight, etc. which, in the case of mixtures, must be rega-
rded as mean values. In the case of the dependence d,, (M), a higher concen-
tration of results occurs both for the fractions and for the individual hydroca-
rbons, than for d,(M) (Figs. 7, 8). It follows from this that the diameter
determined from refraction is better related to the molecular mass. The larger
interval of values of d, corresponding to a given range of M indicates, in turn,
the higher “precision” of the acoustic measurements. The relations between
¢, Bs, J and V', are a complementary system (Figs. 2, 6, 9-11). The intermolecu-
lar distance decreases with increasing M, while the ultrasonic wave velocity
and the coefficient of compressibility increase. Likevise, increasing J causes ¢
to decrease and g, to increase (Fig. 6).
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5. Conclusions

The analysis of the values of the ultrasonic velocity and the optical refrac-
tive index for saturated individual hydrocarbons and their complex mixtures
permits the following analogies to be stated; a distinet change in the value of
¢ and n can be observed with an increase in the number of carbons in the mole-
cules and with the density, and in the transition'from paraffin or naphthene
structures to aromatic structures, unicyclic and polycyeclic, in condensed systems]
particularly in the latter case.

The results of the investigations: of the fractions showed the validity of
the Rao rules to extend to complex multi-component mixtures. Extrapolation
permits the use of these quantities for identifying the type of the basic structure
of mixtures of unknown content. This applies both to hydrocarbon miktures of
different structural types, and to the introduction into molecules of a given
structural type of other structures, e.g. paraffin-chains into a benzene ring.
Changes in the value of B and W should be expected in both cases. Tt follows
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that the use of the ultrasonic velocity as a parameter, expands the possibilities
of structural identification.

In addition to structural analysis, a molecular interpretation of multi-com-
ponent mixtures is also possible. The results of the measurements showed the
existence of a dependence between the acoustic diameter, defined by relation (8),
and the mean molecular weight.

Interpretation of the relations between the macroscopic and molecular
quantities, found in the case of the mean liquids analyzed (multi-component
mixtures) shows analogies occurring for simple liquids (individual liquids and
their mixtures for no more than a few components). The diameter of the mole-
cules, defined from acoustic measurements and optical refraction, was found
to increase with increasing molecular weight. The intermolecular distance was
found to decrease with increasing molecular weight. This dependence is in agree-
ment in terms of the direction of the changes with the general behaviour of
the of radial distribution function for some simple liquids [13].

The relations between the ultrasonic propagation wvelocity and the inter-
molecular distance e(J) and also between the intermolecular distance with
temperature, defined at P = const., are another confirmation of the Schaafs
theory [15] on the propagation of acoustic waves in simple liquids. According
ta the molecular theory, under given condition P, T', the sizes of molecules and
the distances between them are constant. Assuming for the averaged liquids
analyzed at P = const, a constant molecular size, and the ultrasonic propaga-
tion velocity to be the sum of velocities inside the molecule and in the intermo-
lecular space, the ultrasonic velocity should depend only on the intermolecular
distances. This has been confirmed by the results of the, investigations.

The analysis of the relations between the macroscopic and molecular
quantities also leads to the conclusion that they have distinctly different charac-
ters depending on the structural type dominating in the fractions analyzed.
This applies to the dependences of the intermolecular distances and the coeffi-
cients of compressibility, which are in some manner a measure of these distances,
on the temperature, the molecular mass and the molar volume.

It should be noted that in all the cases where the presence of a factor
strongly dependent on the interaction of the long-range forces can be expected,
the model of a mean liquid can fail, e.g. f,(M). These forces are not sufficiently
well aceounted for by intermolecular distances, and even less by molecular
sizes. The use of a larger variety of narrower and more monostructural fractions
would probably be more relevant to these qualifications.
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XXVII Of'EN 'SEMINAR ON ACOUSTICS

Pulawy, 15-19 October, 1980

The XXVII Seminar on Acoustics (OSA 80) was held in Putawy on 15-19 October, 1980,
It was organized by the Warsaw Division of the Polish Acoustical Society and the Institute
of the Fundamental Technological Research of the Polish Academy of Sciences, and the Expe-
rimental Department Techpan. The chairman of the Scientific Committee was Prof. Ignacy
MArLECEI, and the chairman of the Organizing Committee was Dr. Jerzy ETIENNE.

. More than 300 persons expressed their wish to participate in the Seminar, out of which
240 from Poland and 13 from abroad (from GDR, West Germany, Czechoslovakia, Greece,
Iran and Holland) took part. 155 papers, including four general papers, were delivered. 13
papers were presented in poster sessions. Discussions were held in four parallel gessions in
the mornings and afternoons and embraced a main theme, divided into thematic sections:

I — ultrasound in medicine (section M), underwater acoustics (section H), piezo-
electric and piezomagnetic transducers (section P),

II — physical acoustics (section B), acousto-optics, crystals (section F), sonochemistry
(section §), non-destructive testing (section U),
- IIT — architectural acoustics, vibration, noise (section 4),
IV — electroacoustics, acoustics of speech and hearing, acoustics of music (section H).

The papers accepted for delivery by the divisions of the Polish Acoustical Society and
submitted to the Organizing Committee were published by the Publishing’ Section of the
Institute of the Fundamental Technological Research of the Polish Academy of Sciences in
two volumes (printed by the Wroctaw Scientific Printing-House in 270 copies), and a supple-
ment (printed by the Warsaw Scientific Printing-House in 350 copies). 190 papers, including 2
general ones, were published.

The Marek Kwiek competition was traditionally organized, for which only 9 papers
were entered, of which 8 were delivered and evaluated. On behalf of the absent Dr. Z. Waso-
wicz, Dr. R. GUBRYNOWICZ was responsible for the smooth running of the Seminar, both
scientifically and owganizationally. Dr, W. Srraszewicz and Z. Pusrowski, M. Sc., were
in charge of the implementation of the scientific programme of the Seminar. Z. PUSLOWSKI
was responsible for the poster sessions and the round table sessions. The Secretaries of the
Seminar who were responsible for administration and catering were G. LYPACEWICZ, J. ABLA-
Mowicz-Porarowicz, I. ZucHowicz, B. Woyczysska, K. ToLicEA, B. Sosvowska, M. Bog-
EOWSKA. J. DoDACKI was responsible for the technical organization.

An exhibition by the company Briiel and Kjaer was open during the Seminar showing
the latest developments in electroacustic measurement techniques. The Experimental
Department Techpan also held an exhibition showing their products: ultrasonic apparatus
for applications in medicine (diagnostic apparatus) and industry.

Three organizational meetings were held on the first day of the Seminar: a meeting of
the Executive Board of the Polish Acoustical Society, the General Congress of the Delegates
of the Polish Acoustical Society, and a meeting of the Committee on Acoustics of the Polish
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Academy of Seiences. The Seminar was officially opened in the afternoon of the same day.
The guests and participants were addressed by the chairman of the Organizing Committee,
Dr. J. ErieNNE on behalf of the Organizing Committee, by Z. Czarkowskr, Mayor of Pulawy,
Prof. Dr. Z. JAcopzi¥sk1 on behalf of the Executive Board of the Polish Acoustical Society,
Prof. Dr. L. FitipozyXski on behalf of the Committee on Acoustics of the Polish Academy of
Sciences and Mr, J. SzErRsSzZEX, director, on behalf of the director of the Institute of Fundamen-
tal Technological Research and Techpan. The unaugurative general paper: The use of analogy
in electroacoustics — in memory of the tragically deceased acoustician J. WEHR, was deli-
vered by the chairman of the Secientific Committee of the Seminar, Prof. Dr. I. MALECKI.

General papers

L, FrreczyNski, Methods of wlirasonie visualization in medicine.
PuzyNa, The psychoacoustic aspects of the orientalion in space.
Raxowskr, Calegorial perceplion of sound phenomeng.

B0

Papers in sections

Section M (chairmen: A. WAGNER, J. KRETOWICZ)

A. CuroScickr, L. Fiuieczy§ski, W. Secoumskr, Measurements of blood veloeily in the tricuspid
valve in children and youths by Doppler methods.
L. HirNvnowa et al., Doppler ultrasound examination in the diagnosis of the carotid occlusive
disease.
L. Hirxnowa et al., Curve of blood flow velocity in the jitgular vein in the diagnosis of intra-
 cardiac shunt.
L. Hirxrowa et al., Estimation of the left ventricular performance in patients with previous
myocardial infarction on the basis of the aorlic blood flow velocity tracings by the ultrasound
Doppler method.
WAGNER, Analysis of the blood velocity changes following extrasystole.
WAGNER, Influence of respiration on blood flow velocity in man.
. Iwaszriewicz, I. Gizycka, A. CHroScIcKI, A. HErczyNsKaA, T. PowArLowskl, Quantita-
tive examinations of the blood flow velocity in the femoral artery in children with warctation
- of aortq. ‘
K. Twaszkiewiez, T. PowarLowsxki, Quaniitative measurements of the blood flow wvelocity
~in the peripleral arteries of children with patent ductus artery.
J.  CzaTkowski, Doppler ophthalmosonographic evaluation of the blood flow velocity in stenosis
and thrombosis of the carotid artery. ’

Rl 5

J.  Ewienne, T. Powarowski, M. WorrkowIAK, Application of the wlirasonie Doppler
method to the evaluation of the human condition during acceleration. .

L. Triueczy&skr, Attempt to evaluate the detectability of blood vessels by ultrasonic echo method.

J. Wesorowskr, G. Lypracewicz, Ultrasonography in anewrism diagnosis.

J. Groxiowskl, J. Krerowicz, I. Ruszkowski, Ulirasonographic diagnosis of fetal abnor-
malities.

D.K. Nassir1, C. R. Hirn, Absolute measurement of volume scattering cross-section for human
tissues.

H. Gawbpa, J. BEpNARA, Propagation of ullrasonic waves in a wheat stalk and its anatomy.
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Seetion H (chairmen: A. STEPNOWSKI, R. SALAMON)

D. Ruser, Signal analysis in hydrolocation.

L. EKiniaN, Model of reverberation in the hydroacoustic channel.
L. Kivniax, Reverberation background level selling in sonar receivers.
L. XKiriax, On some problems of the reception of sonar signals in the presence of reverberation

and mnoise.
"R. BoBER, A. DYRA, Filter bandwith analysis for the sonar pulse interfered by reverberalion.
H. Cuobriewicz, E. Kozaczka, Influence of the flexible connection of the sth engine with its
Sfoundation on the level of underwaler acoustic disturbances.

A. Dvyga, J. MArszaL, Deconvolution filler for resolution improvement of rectangular sonar
pulses.

A. Dyga, Cz. Gur, Optimization of coherent coded words for sonar pulse’aompreesion.

A. CumierArz, Digital filter for the sonar beamformer.

Z. Czarveckr, A. Kowarskr, W. Lis, System for ulirasound tmnsponder localization —
I — range.

Z. CzarNECKI, A. KowaLrskr, W. Lis, System for ultrasound transponder localization-I1I-depth.
‘Z. "Czarxuckr, A. Kowarskr. W. Lis, System for wltrasound transponder localization-III-
direction.

S. 'Kusica, T. KRUSZEWSKA, Acoustic properties of diver masks.
D. Hamann, Normal modes in a cylindrical system.

A. SreEPNOowWsKI, Hquivalen! beam width and its relations to moments and distribution of the
beam pattern.

A. Srepxowskl, Z. CzarNECKI, Design of the beam paltern of the transducer array of a side
seanning sonar.

J. Marszan, H. Lasora, Hydrophone array.

J. Marszan, H. Lasota, Apparatus for hydrophone array beam synthesis:

Section P (chairmen: Z. KACZKOWSKI, Z. JAGODZINSKI)

H. Lasora, R. SanamoN, Method for the analysis of the broadband wave acoustic field.

W. Lis, R. BanaMoxN, Application of the impulse response in delermination of the dynamic
parameters of ultrasonic transducers.

W. Parewski, Acoustic lines with active elements. 3

T. Waszczuk, J. SoMER, Development of phase annular array system for mechanical coniact:
scanning.

B. Prwakowski, H. Lasota, Simple matriz model of an acoustic imaging system.

J. Gornavowskl, T. Gupra, Z. IANNELLI, Analysis of a disk type piezoelectric transducer
by the finite element method.

%4. Kaczxowskl, Dependence of the mechanical quality factor on the magnetic field in a 33 kHz
ultrasonic alcofer transducer.

Z. Srwkiewicz, W. FiLirowics, Inﬂusnce of ultrasonic vibration of the matriz on the inten-
sification of the production of thin-walled metal powder cylinders. .

J. Lemaxowicz, A. SKRZYNECKI, Z, RoDOWALD, Ring shaped transducers in wire cleaning.

J. LemMaNowicz, A. SKRZYNECKI, Z. Ropowarp, Influence od the liqwid level on the acomuw
load of an ultrasonic imnsducer and cavitation erosion.

Section B (chairman: E. SQCZKIEWICZ)

W. Baxprra, Useful frequency range in the mechanical impedance method for the determination.
of the dynamic properties of viscoelastic materials.
L. Lierkski, Ultrasonic relawation of strains.




208

w.

1.

“ 8

a &

BN b

NE O

™

b N

-

HNN

S

aF

CHRONICLE

Z16LEOWSKI, Role of the mass impedance of the measuring head in t?:e complex elastio
modulus by the driving —point impedance method.

Zamorskl, R. WYRZYKOWSKI, Hatension of ihe theoretical model of dynamie flow generatofs
Jor higher feeding pressures.

GUDRA, E. TALARCZYK, Method for increasing the efficiency of a high-energy liguid jet by
ultrasound.

LewANDOWSKI, Relations between the acoustic field and the structure of a solid random
medium.

Roszrowskr, Propagation of nonlinear spherical acoustic waves.

Section F (chairmen: W. PAJEWSKI, J. NARKIEWICZ-JODKO)

Krivasex, A. OPILSKI, J. ZABAWA, Effect of doping with elements of groups IIT and V on
the elastic constants of the Si crystals.

KLuszczEwskl, A. KwASNIEWSKA, Acoustic properties of GaP erystals.

Krzesifiska, A. Krzesifski, A. OpiLskr, T. LuraAsTEWICZ, T hree-phonon processes in
Biyg GeOy,.

DELEKTA, A. OPILSKI, Acoustic investigations of single crystals K (H,_,D,), POy in the
JSfrequency range 10 MHz — 750 MHz.

DrescHER, Dislocative attenuation in deformed Cu single crystals.

TyrozyNskl, Temperature. changes of a quasi-longitudinal ultrasonic wave propagating
in the (010) plane of TGS crystals. :

PILARSKI Propagation of surface waves in thin layers on a half space for different boundary
conditions.

JAxuBCzZYK, A. KrzESINSKI, E. GrRUSZKA, Surface waves in a Zn0-glass layer system.
SzaLEWSKEL, Thin film waveguides of surface waves.

Daxickr, Simple equivalent circuit of interdigital transducers.

TaycaErT, P. KACZMARSKI, A. LESzczY&SKI, J. Nargi1ewicz-Jopko, Propagation of
bulk acoustic waves generated by an interdigital transducer.

Berpowski, M. Strozik, Investigations of elastic waves generated by an interdigital
transducer using acousto-optic methods.

KLESz0ZEWSKI, Elastic and pholoelastic ‘anisotropy of selected acousto-optic erystals.
Kusik, Effect of the humidity of air on the value of an acoustoelectric effect.
WorciecHOWSKA, A. SLIWINSKI, Optical holography with a modulated reference beam used
Jor examination of the vibration of ultrasonic transducers.

Kwiek, A. MARKIEWICZ, A. SLIWINsKI, Optical holograms of an ulirasowic wave with
a modulated reference beam.

Lorane, Ultrasonic binding of volumetric acoustical transducers to an acousto-optical
mediwm.

Section S (chairman E. TALARCZYK)

Soczkiewicz, Correlations between thermodynamic fluctuations in liguids and the ullrasound
velocity.

BEDNAREK, J. GoLANOWSKI, E. TALARCZYK, Ullrasonic measurement of the solid phdse
content in waler suspension. |

HyaTrOW, Absorption of sound waves in CaCO4 aerosols.

. KasprzyYx, J. BErRDOWSKI, J. GMYREK, H. KRrOL, Aproximation of the atomization of

Sfuel by an ultrasonic micropulser using the splines functions.
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Section U (chairmen: E. DRESCHER, J. DEPUTAT)

Harowmri, Computer simulation of propagation of ultrasonic waves in solid media (film).
DeruTAT, Application of ulirasonic tensomelry.

BroxowWsKI, Reflection of ultrasonic beams at critical incidence afugles.

Kusuiper, E. KaN1a, A. PiLaRrskl, Bond gquality evalualion in the valve of the marine
engine.

RYLL-NARDZEWSKA, W. Mikiern, M. anomcz, Method of acoustic emission in the
investigation of mechanical strength of ceramic — metal seals.

PI1LECKEI, J. RANAcHOWSKI, F. REJMUND, Acoustw emission generated by moving disloca- -
tions.

KowroXsgi, Application of acoustic echo method in non-destructive testing in mining and
hydrotechnic building.

Pawrowskr, L. KiniaxN, Ultrasonic level meter for energetic gas in steel bottles.

AverBacH, W. SzacaNowsKl, Ultrasonic inspection of a plastic — metal joint of an air-
craft ski.

Pexsko, E. DURIAsz, Optimization of the shape of fatique samples used in ullrasonic investi-
gations.

Pirarsk1, Reflection of incident normal ultrasonic waves from interface with finite rigidity.
Piuarskr, J. SzELAZEE, Remarks on the ultrasonic pulse velocity measurement in bounded
medium.

NArkIEWICZ-JODKO, A. LESzZCZYNSKI, P. RAscHERT, Ulirasonic velocity measurements
of bulk and surface waves by the sing-around method.

Section A (chairmen: W. STRASZEWICZ, J. SADO WSKI, S. CZARNECKI, A. LIPOWCZAN,
R. PANUSZEKA)

KuLowskr, Statistical parameters of a numerical model of the acoustic field in the enclosure
BRrOMBERG-Z1EBA, J. ZALEWSKEI, Compuler simulated model of the reverberation process for
experimenial investigations of the acoustic properties of auditoria.

LrpiNskr, K. MuzaLewskl, Reverberation time of recessed rooms.

Inczax, A. JarocH, Analysis of the amplitude of scattering sound wave on the rigid surface
with irreqularities.

SropECKI, B. NIENALTOWSKI, Application of correlation analysis for identification of
periodic reflections (flutter echo) in reems.

Dyiewsgkl, Measurements of listening conditions in the Open Air Opera in Sopot.
Wirkowski, Sound diffusivity evaluation by optical model measurements.

KusEex, Optical technigue for the determination of isophonic lines.

Svskowskl, Principles of selection of prefabricated sheet metal elements for given noise
conditions.

Zucnowicz, Resonant frequency of slit resonators.

WEYNA, Vibro-acoustic parameters of ship floors.

Izewsxa, Nelson’s method and its application in the statistical analysis of traffic noise
on the model scale.

TzEKAKIS, G. PAPANIKOLAU, Prediction and measuremendts of moise in an urban area.
Surockl, L. Lipikskr, B. NieNazrowskl, K. SrRopEckr, J. KoNOPACKI, L. TARGONSKI,
Investigation of city noises in the case of Gdynia.

Tzeraxis, 8. KoNIDARIS, Measurements of the noise field of baleonies.

MAKAREWICZ, Green belt as an acoustic barrier.

Miazca, J. Bax, K, JANICKA, Fffect of noise on the performance of truck drivers.
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B. Rubpxo-Rupzi¥ska, B. DEMEL, M. RABIEGA, J. ZALEWSKI, Noise from a single vehicle
in flowing traffic.

D. AvGuUsTYNSKA, Infra-sonic noise genemted by piston compressors. Methods of measure-
ment, evaluation and conirol. .

R. MicraLskl, D. TRYNKOWSKA, Speech intelligibility in noise when using ear protectors.

Z. Jacopzikski, Ultrasonic measurements of vibrations.

W. CuorLewa, Model of objects for diagnostic investigalions.

A. " LrrowczaN, Analysis of the acoustic wave generation in the linear coal-culting process.

W. MoczuLskl, Analysis of the shape of vibration time series emitted by a gearbox.

D. Nireckr, J. MorYLewsKI, Vibroacoustic diagnostics of slide bearings in the process of qua-
lity conlrol in the production of motor-car engines.

R. Paxvuszka, Z. ENGeL, Application of loose materials for the reduction of vibroakustical
power in foundry machines.

K. DYSZLEWSKA, Quarler-wave silencers for power plant fans.

C. Rysickrl, The factor of “easiness of play” in mouth harmonicas.

8. CzarNECKI, A. LipowczAN, Z. NIECZYPORUK, Problem of the determination of the aero-

acoustical parameters for microphone windscreens.

Poster form session of Section A’

%. Pusrowskr, M. STAWIARSKI, Absorbing and insulating industrial partitions.

J. Aprpamowicz-Porapowicz, G. Brzmcka, T. MiNpAK, 8. Popraza, Aecoustic design of
a protective area for ZWOH “COhemitex-Celwiskoza” at Jelenia Géra.

J. Dopackl, Incombustible slit and plate resonators.

W. Mrukwa, W. Besro, Experimenial resulls of the dependence of noise atienuation on some
plastic materials used for construction of the ear protectors.

7. ENGEL, E. ZALEWSKA, J. ZALEWSKI, Geomelrical method to estimate the m:oumc energy
transmitted through a hole.

F. Buskowsxki, Principles of selection of prefabricated sheet-metal elements for given mnoise
condmons

Section E (chairmen: J. ZALEWSKI, S. CZARNECKI, A. !lAf(OWSKl, H. HARAIDA, R. GUBRYNOWICZ,
J. KACPRO WSKI)

B. Roeava, R.ZMONARSKI, Problem of optimizing the method of mea.aurmg nonlinear distortions

in the electroacoustical channel radio receivers,

NUckowsKI, J. SZYMBOR, Spectral verification of a nonlinear model of an eleclroacoustical

system.

RDzZANEK, Acoustic @mpedam-e of a circular membrane for the excilation vibration.

Perz, P. Jasrokski, Holographic investigations of the vibration patterns of electroacoustic

transducers.

Rup~o-Rupzikski, Lay-out of loudspealers versus stereophonic listening area.

Maxowskl, Influence of acoustic conditions of the recording room on some parameters of

stereophonic signals.

Bocusz, A. JAroCH, Ifnvestzgatwns of the gradient method of sound power delermination

in an acoustic tube.

CzarRNECKI, Transfer function method fo'r the evaluation of the effect of the conditions of the

surroundings on the effectiveness of obstacles.

8. CzarNECEKI, R. JaNczUr, E. KorareiNska, E. WALERIAN, Influence of external condilions
on the effectiveness of barriers and mufflers,
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‘B. Rubpxo-Rupzi¥ska, K. Ruo~o-RupziNski, Selection of a t'weefer for a multi-way loud-
speaker system in terms of power.

A. Raxowskr, A. Miskiewicz, Tuning of musical inlervals with sinewave, triangle-wave and
squa‘re-w«we tones.

M. Gryczy®skl, Diserimination of slight changes in the sound frequency by patients of different

ages.
M. GRrYCzYNSKI, Diserimination of slight changes in the sound frequency with pathology of the
- hearing organ.

M. Gryczy&ski, Influence of musical education on the discrimination of slight changes in the
sound frequency.

J. Ik, Sensitivity of musical hearing to pilch changes.

H. Haraspa, Intonation of melodic intervals by children of average musical ability.

8. Prus, Does the psychomeiric function behaviour confirm the neural quantum theory?

A. Haspuxkiewicz, Investigation of audio-viswal analogies.

D. GRrYCZYNSKA, B. LATKROWSKI, Studies of the effect of the sound phase change on hearing
localization.

J. TFrorkowskl, Influence of the rise time of a pulse on the aceuracy of the localization of
a sound source in a horizonlal plane.

H. Smmixowska, W. Mikier, P. ZarnNmcki, B. WisRzcHOWSKA, Rhythmic and melodic
organization of speech in children with hearing impairment.

K. Muicka, Momentary pitch of a signal of frequency transilions. ; :

W. Nowaxowska, P. ZARNECKI, Compuler model for the determination of acoustic parame-

ters of the vocal tract analogue.

Apavozyk, W. KuNIszYK-JOZWIAK, Z. SKORZYNSKI, J. CZARNOTA, Analogue digital echo-

reverberalion speech correclor.

Masewskl, J. JUrRK1IEWICZ, Speaker identification over telephone lines.

SiwaNowicz, J. SoBkowskl, J. SzuBERT, Application of linear prediction lo spectral

coding of a speech signal using the Walsh function.

KuBzpELA, Visualization of a speech signal using binary spectograms.

GuerYNOWICZ, System for a detailed analysis of acouslic signals, and pmnculaﬂy speech

signals.

JasseM, Computer — assisled recognition of English vowels. .

WigzLAK, R. GUBRYNOWICZ, Preliminary segmentation of speech in the recognition of

isolated words.

KaMiNski, Segmentation of a cerlain class of signals by means of sample similarity measu-

res.

KaZMIERCZAK, Utilization of pattern homology measures in the analysis of acouslic signals.

Zavewskl, H. Jurkiewicz, System for the vocal-pitch estimation by homomorphic analysis.
The seminar included a Round Table Conference on 18-19 October on the subject of
“Acoustic fields in industrial halls”. 35 persons from the following institutions took part in
the Conference: Warsaw Technical University; Institute of the Fundamental Technological
Research of the Polish Academy of Sciences, Warsaw; MBP Warcent, Warsaw; COBR PJB,
Katowice; BP Bistyp, Institute of Wood Technology, Warszawa; PPB Bistyp, Legionowo;
Agromet-Projekt, Poznaii; ZFDWSO0, Zielona Goéra; SPBiKS, Gorzéw Wielkopolski; Depart-
ment of Acoustics, Poznani University; Institute of Aviation, Warsaw; ZUK UNIPROT,
Warsaw; PKNMiJ, Warsaw; ITA, Wroclaw Technical University; Polish Radio and Tele-
wvision, Szezecin; OBiKS, Poznain; Szezecin Technical University.

The sessions were chaired by Prof. Stefan CzarNEckl. The secretaries of the sessions
were Dr. J. ABramMowicz-Porarowicz (BP Warcent) and Z. Pusrowskl, M. Sc. (Bistyp).
The participants in the Conference draw attention to the imperfect methods currently used
in design, which are based on classical relations resulting from a statistical method of acoustie
field analysis. When the properties of the field resulting from the configuration of the indus-
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trial hall are distinctly different from the assumptions of the method, considerable disagree-
ment can be observed between the values resulting from a design of acoustic adaptation and
the values measured after its execution. In particular, attention was drawn to the neeessity
of explaining the use of the values of absorption coefficients shown in catalogues for spatial
abgorbers that are larger than unity and the necessity of developing standard methods for
the acoustical design of industrial halls where the properties of the acoustic field deviate
distinetly from the assumptions of the statistical theory.

The discussion touched upon the problem of using digital methods when computers are
used. A separate issue was the necessity of deriving principles of economic analysis of the
effectiveness of using technical methods for noise reduction.

The participants in the Conference proposed:

(a) expansion.of the range and acceleration of scientific research connected with the
acoustic properties of industrial halls, which should lead to the development of better design
methods that can be easily used by designers,

(b) the development of methods of economic analysis of the effectiveness of using
technical methods for acoustic energy reduction in industrial halls,

(¢) the development of ways for the better utilization of sound absorbing and sound
insulating materials and elements made in Poland,

(d) the standardization of measurement methods used to determine the properties of
the acoustic field in industrial halls in order to achieve better agreement between design
calculations and measured results.

The director of the Metal-Sheet Processing Company (Bistyp, Legionowo) offered an
unused hall owned by the company for experimental research. This may be an essential part
in the implementation of proposal a.

In addition to the above specialist Round Table Conference, there were unofficial
discussions which doubtless contributed to the free exchange of scientific thought and closer
relations in the acoustical community.

The next, XX VIII Seminar on Acoustics will be organized by the High Silesian Division
of the Polish Acoustical Society. :

Jerzy Etienne, Wilold Siraszewicz

(Warsaw)
ACOUSTICAL EVENTS IN 1982
Winter School on Machinery Diagnostics
Wisla, January 1982
Organizer Institute of Transport, Silesian Technical

University
Organizing committee: Prof. L. Miiller
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8th Colloquium on Acoustics
Budapest, Spring 1982 (Hungary)

Organizing committee: OPAKFI, Anker koz. 1, 1061 Budapest (Hungary)

VI Latin American Meeting on Acoustics
Mexico, Spring 1982

Meeting of the Acoustical Society of America
Chicago, 26 —30 April 1982 (USA)

Organizing committee: Mahlon D. Burkhard,

Industrial Research Produets. Ine, 321 North Bond 8t
Elk Grove Village, Illinois 60007 (USA)

»

INTER—NOISE 82
San Francisco, 16—19 May 1982 (USA)

Sponsor: I/INCE "
Organizing committee: Dr W.W. Lang
Language: English

3rd FASE CONGRESS
Gottingen, 13 —17 September 1982 (RFN)

Sponsor: . FASBE and DAGA

Range: Aeroacoustics, psychological acoustics, construction
acoustics, structure-borne sound, underwater acoustics,
nonlinear acoustics

Organizing committee: FASE 82, ¢jo

Physikalisch-Technische Bundesanstalt,
Post Box 33 45,
D-3300 Braunschweig (RFN)

Noise Control Conference 82
Krakéw, 20—22 September 1982

-
Sponsor: Committee on Acousties of Polish Academy
of Sciences, Polish Acoustical Society
Organizer: Institute of Mechanics and Vibroacousties,
Academy of Metallurgy and Mining
Organizing committee: Prof. dr Zbigniew Engel,

Institute of Mechanics and Vibroacoustics,
Academy of Metallurgy and Mining,
Krakéw, Mickiewicza 30
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21st Acoustical Conference on Noise and Environment
Vysoké Tatry, October 1982 (CSRS)

Organizing committee: Ing. I.. Goralikova
House of Technology, Skultétyho Street,
881 30 Bratislava (CSRS)

Meeting of Acoustical Society of America
Orlando, 8—12 November 1982 (USA)

Sponsor: ASA

Organizing commitice: Joseph R. Blue
Naval Research Laboratory, P.0. Box 8337,
Orlando, Florida 32856 (USA)



The Jowrnal of the Acoustical Society of Japan ()

With real satisfaction we welcome the English version
of periodical of the Acoustical Society of Japan, The Journal
of the Acoustical Society of Japan (I). ‘

Many of the papers in this periodical, which has
appeared essentially in the Japanese language for many
years, have been published in English. In addition the Editors
have done much to bring the other papers closer to the
international seientific community by publishing their
abstracts, figure and table legends etc. in English. All these
efforts have contributed to establishing a very good opinion
of the investigations of Japanese acousticians and their
Journal in the seientific world.

Nevertheless, in many cases, the language barrier has
caused the periodical to contribute only partially to- the
international exchange of scientific information. This incom-
plete share of Japanese acousticians in this exchange was also
felt by the Acoustical SBociety of Japan which, after analysis
of the situation, decided to publish an English version of the
journal of the Society each quarter of the year and to invite
scientists in other countries to submit their papers to it, which
will doubtless give the periodical a more international charac-
ter.

Archives of Acoustics wishes every success to the
Editorial Committee of the Journal of the Acoustical Society
of Japan.

" R. GUBRYNOWICZ



