ARCHIVES OF ACOUSTICS
23, 3, 339-352 (1998)

ASSESSMENT OF JOINT HAZARD TO THE OUTER ENVIRONMENT FROM ROAD
AND INDUSTRIAL NOISE BY THE EXAMPLE OF THE KATOWICE VOIVODESHIP

J. KOMPALA

Central Mining Institute
Department of Technical Acoustics
(40-166 Katowice, Pl. Gwarkéw 1, Poland)

An analysis of available professional papers on the subject shows that, in spite of the fact
that some theoretical base exist, there is no general formulation of the problem discussed
in this study. This is reason for undertaking the task and making a quantitative analysis of
acoustic climate for the Katowice voivodeship. This paper is a report on the first attempt in
Poland to work out an acoustic map which takes into consideration all traffic and industrial
sources of noise located in a large and diversified area. The purpose of this paper is create
on acoustic map of Katowice voivodeship and quantitative analysis of acoustic climate
which takes into consideration noise of industrial and transportation.

1. Introduction

The increasing level of social consciousness in relation to hazards of the natural
environment from physical and chemical factors entails the necessity of a quantitative
determination of those hazards coming from different sources, among other things also
the noise sources. The instructions of the European Union, taking into account the
widespread presence of noise in various domains of human activity, point to the people’s
right to live in silence. This implies the necessity to make an assessments of the acoustic
climate not only at workplaces but also at every dwelling-places outside the working
posts. In Poland, the Katowice voivodeship is one of the areas with an increasing shortage
of places not endangered by excessive noise. The noise hazard in the Katowice region is
a result of many unfavourable faetors, the predominant ones being: an excessive urban
development, concentration of obsolete industry and, as the result, a high density of
population. An additional burden to the environment is the transport service that has
been lackiing modernization for many years. These factors make the environmental noise,
that is the noise in the places of human habitation and recreation, exceed very often
the values assumed as admissible and increase further. The incoordinate land planning
conducted for many tens of years has resulted in an urban aggregate which is unique in
the world’s scale.
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Presently at the area of the Katowice voivodeship, covering ca. 6650 km? (2.1% of
the whole area of Poland), live nearly 4 million people, which constitutes ca. 10.4% of
the population of the country. :

During the year 1988-1997, at the Department of Technical Acoustics of the Cen-
tral Mining Institute the work on the quantitative assessment of the noise hazard in
the area of the Katowice voivodeship has been conducted taking into account its main
components, i.e. the road and railway traffic and industrial noise.

The initial materials for preparing an acoustic map of such an area as the Katowice
voivodeship region are the following ones: a surveying map adapted for the needs of
this plan (by elimination of unnecessary information) and indices of the acoustic climate
assessment. In practice, different indices are used in the assessment of the environmental
noise. They are extensively described in the bibliography of the subject [3, 4, 16, 17, 20].
The following ones are most often used:

1. Indices of the source noise L4eq, and Lam ., dB, calculated as averages of the
measured sound levels A in all measuring points characterizing these objects as noise
sources.

2. Indices of the degree of disturbance of the acoustic climate of the environment
L an dB, calculated as the difference between the averaged level of the noise disturbing
the environment and the corresponding admissible level.

3. Indices defining the percentage ratio of the length of transport routes with defined
noise level to the length of all routes on which the measurements were conducted.

4. Indices defining the number of people in the analysed area endangered by noise of
a level in excess to the standard value.

5. Indices defining the area of the zone under assessment endangered by the import
of noise of a level in excess to the standard value.

6. Indices taking into account subjective reactions of humen to the noise influence.

2. Investigation methods

The variety of noise sources appearing in the field requires the application of manifold
classification sections [6, 9, 10, 12, 13]. In relation to the shape, they are divided into:

— linear (transportation routes, ...),

— superficial (airports, depots, railway stations, large industrial plants, ...),

— punctual (small industrial plants, individual machines, ...),

— spatial (building type).

Instead, considering the environment in which the noise exists and the type of the
source generating it, one can divide the noises into:

— noise coming from the means of transportation, the so-called traffic noise,

— industrial noise, and

— noise in habitable rooms, public utilities and rest and recreation areas, i.e. mu-
nicipal noise.

Apart from the size, the way in which the noise is emitted into the surroundings is also
of importance in assessing the impact of a specified type of noise on the environment. Its
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prediction in the environment is presently based on calculation methods of the external
noise determination.

However, the necessity of mathematical simplification of the assumed models intro-
duced at every stage of the calculations leads to many mistakes; the results obtained
from those operations are of lower practical importance than one could expect [4, 6, 7,
9, 10, 12, 18]. For such a complex system as the Katowice voivodeship, the creation of
acoustic models proves to be difficult or simply impossible. Therefore, it has been decided
to develop an assessment method based on the measurements actually performed.

The choice of the approach results also from the fact that the most accurate trans-
formation of the existing state is ensured by a measuring method relying upon determi-
nation of the sound levels A under maintaining strictly defined and neutral methodology
conditions [4, 5, 6, 7, 8, 11, 19].

The application of a suitable method depends on the way of determining an initial
parameter of the acoustic field. Knowing the sound level A for any characteristic time
range t;, the basic parameter of the noise hazard assessment in the environment is
determined over the time T, i.e. an equivalent sound level is given by the relationship

Lygeq = IOIOg%thOO'lLA“, (1)
i=1

where L 4; — sound level occurring at the time ¢;, dB, ¢; — time of occurrence of the noise
of the level L 4;, min, T' - time for which the equivalent level value is determined.

Under ideal conditions, the method of determining the sound level A at a certain dis-
tance from the source is based on the fundamental assumption that the noise propagates
in open space without any disturbance and that the change of its level is determined
solely by the distance of the observation (measurement) point from the source [7, 9, 10,
11, 12].

Under real conditions, if the sound level L4 o at a distance rp from the considered
source is known, one can calculate the sound level A value at any distance r, from the
source from the relationship

Lax(r) =Lao— Klog =X — AL(d), 2)
To

where AL(d) is the total effect of all additional factors influencing either an increase or
drop of the sound level A at the observation point localized at the distance r, from the
source of noise, K is the coefficient accounting for the noise attenuation along a distance,
ro distance of the point of reference.

From among many factors, the influence of which on the level of annoyance is the
highest one, one can quote [11, 12, 13]:

— sound level A at the source,

— type of noise emitted,

— course of the spectrum of noise emitted by the source,

— type of the casing of the source or lack of thereof,

— occurrence and localization of areas liable to anti-noise protection.
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In addition, several assumptions were made for carrying out tests and an noise hazard
assessment for such a large area as a voivodeship:

— the testing was divided into three stages taking into account different types of
sources in each case - road traffic, railway and industrial noise [14, 15],

— the area of the voivodeship was divided into squares of 5km sides by a geodetic
graticule according to the assumptions of the so-called Upper-Silesian Area Information
System (GSIoT) [14, 15],

— the values of admissible levels for all types of noise were assumed to be: 55dB for
the day-time and 45 dB for the night [1, 2, 14, 15],

— the results of measurements carried out in accordance with the assumed testing
procedure were collected in the database constructed on the basis of the MS ACCESS
2 PL programme.

The procedure described above enabled to calculate an index defining the percentage
of the area of a defined square endangered by the noise impact of a level exceeding the
admissible one. This index was determined from the relationship [4]

Wkzn = I:}{ﬂ, (3)
Ko
in which Wk zy — index defining, in accordance with the GSIoT, the percentage of the
area of the square, endangered by the noise in excess to the standard value, Txzy —
area of the square endangered by the noise in excess to the standard value, Txko — total
area of the square.

The method described was subject to verification for the whole area of the Katowice
voivodeship. On the basis of the results of measurements obtained, the values of the
indices were calculated defining the percentage of the areas of individual squares — ac-
cording to the assumed division graticule of the area-endangered by the noise of a level in
excess to the standard value, separately for the day- and night-time. The division of the
Katowice voivodeship into 300 squares the 5km sides is in agreement with the assump-
tions made by the local Government of the Upper-Silesian Area Information System.
Taking into account these assumptions, it was possible to utilize the results obtained for
a general assessment of the hazard for the Katowice voivodeship [14, 15].

Presently, the following documents concerning the assessment of the hazard for the
environment by noise are in force:

— Act of the 31-th of January, 1980 on the protection and formation of the environ-
ment,

— Order of the Cabinet of the 30-th of September, 1980 on the protection of the
environment against noise and vibration.

The Order of the Cabinet on the protection of the environment against noise and
vibration is an administrative act to the Act mentioned above. It wad dated at the end
of 1980 and since that the moment that it coms into force has not been amended. The
criterial values of the equivalent sound level A determined by in it are given separately
for the day (6.00-22.00) and the night (22.00-6.00). It was assumed that during the
day there are 8 most unfavourable hours, while during the night there are only 30 most
unfavourable minutes.
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Basing on this Order, the criterial values of the sound level A have been taken from
it and assumed for the noise assessment in the area of the Katowice voivodeship. The
necessity to introduce uniform values for such a diversified area was the main problem.
After carrying out a number of consultations both with the representatives of the local
Government (Voivodeship Office, Katowice) and the centres engaged in studying the
effect of noise on health of the humans, the following co-ordinated values were assumed:

— 55dB for the day-time,

— 45dB for the night-time,
as the admissible ones for the whole area of the Voivodeship.

The following factors speek in advocacy of the assumed values: the way of the land
development (an urban area with many centres of individual municipal units), high
intensity of the road traffic, existence and size of recreation grounds (parks and chiefly
allotments) situated in the periphery of towns and settlements.

3. Test results

The determination of the noise hazard condition in the Upper-Silesian urban ag-
gregate and creation of a database of the occurring acoustic hazard had required a
widespread investigation in this domain. As the result, the following picture of the hazard
from individual noise components was obtained for the Upper-Silesian urban aggregate.

3.1. Road traffic noise

Measurements were made for the day-time at 1369 measuring points located along
roads of different categories and of a total length of ca. 3900km. For the night-time,
the measurements were limited to 50 representative squares at the area of which 250
measuring points were localized along ca. 950km of roads.

The following results of the performed assessment have been found that [14]:

— for day-time, about 13% of the area of the Katowice voivodeship is endangered
by the influence of road traffic noise, characterized by a sound level A exceeding the
assumed critical value of 55dB,

— for night time, it has been assessed from the performed sound measurements, that
ca. 20% of the area of the Katowice voivodeship is endangered by the influence of road
traffic noise characterized by a values of sound level A exceeding the assumed critical
value of 45dB.

3.2. Railway noise

The total length of the railway lines in the Upper Silesia region is 2230km (of which
29% are trunk-lines, 38% first-rank lines, 21% second-rank lines and 12% are lines of local
importance). The Upper-Silesian regional railway operates over a much larger area than
that of the Upper-Silesian urban aggregate analysed (the total length of railway lines
of the Katowice voivodeship constitutes 62% of the total length of the Upper-Silesian
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railway). The railway lines of a length of 1100km constituting, ca. 80% of their total
length in the Katowice voivodeship area, were included in the tests.

From the performed measurements and calculations of the emission and immission
it follows that [15]:

— for day-time, about 11% of the area of the Katowice voivodeship is endangered by
the railway noise characterized by a sound level 4 exceeding the assumed critical value
of 55dB,

— for night-time, about 57% of the area of the Katowice voivodeship is endangered by
the influence of the railway noise characterized by values of the sound level A exceeding
the assumed critical value of 45 dB.

3.8. Industrial noise

The 200 industrial plants localized in various communes and towns within the limits
of the Katowice voivodeship have been subject to acoustic assessments. Their choice
reflects the industrial structure in the Upper Silesia region.

From the performed measurements and calculations it follows that

— for day-time, about 1.5% of the area of the Katowice voivodeship is endangered
by the influence of noise coming from the industrial activity conducted here and char-
acterized by values of the sound level A exceeding the assumed critical value of 55dB,

— for night-time, about 1.9% of the area of the Katowice voivodeship is endangered
by the influence of industrial noise characterized by values of the sound level A exceeding
the assumed critical value of 45 dB.

4. Assessment of the error in determining the equivalent sound level A at the point
of reference

All the measurements carried out are related to signals which are characterized by
random changes of the acoustic pressure vs. time. Each of the measurement results at
a defined measuring point is encumbered by some error. This error was influenced by
different factors. The total error of a single, continuous measurement of an equivalent
level lasting 8 hours during the day-time or 0.5 hour during the night-time, is affected
by:

— the error introduced by the equipment used in performing the measurements,

— the error introduced by the atmospheric conditions taking place during the mea-
surements,

— the error caused by the effect of the acoustic background.

Applying the simplified methodics relying upon the shortening of the measurement
time introduces an additional error which requires a separate approach (estimation)
depending on the type of noise and the time assumed for carrying out the measurement.

Efforts have been made to reduce the equipment error by applying in the measure-
ments high class meters serviced by measuring teams experienced and specialized in field
tests. Also the effect of atmospheric conditions, i.e. atmospheric pressure, velocity of the
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wind, temperature and humidity of the air, were minimized by controlling them and
carrying out the measurements when the values of these factors were within the ranges
defined in the proper standardizing documents [21, 22, 23] and the instruction manuals
of the devices.

The error in determining the sound level A for individual types of noise and resulting
from the remaining factors has been assessed below.

The equivalent soui.d level A occurring at a specified point is calculated from the

relationship
1 n
LA,eq ] 10]og f Z tiloo.lL,-:I (4)
=1
or
1 k
LA,eq =10 Iog I:T Z ﬂ,ilOO'lSELi] ; (5)
=1

where {; — action time of the i-th source, T' — time during which the equivalent level was
determined, L; — value of the sound level of the sound emitted by the i-th source in the
time t;, SEL; — averaged exposition sound level A, eg. for the i-th category of train, n;
— number of elementary events numbered among the i-th category, and occurring within
the time T'.

When determining the value L;, one should take into account the noise level existing
at the considered point with a lack of activity of the investigated source (the level of the
measuring background — Lr). In accordance with the above, the following relationship
should be used:

L; = 10log (10%1£z — 10%1F1) | (6)

where Lz -~ measured noise level at the measuring point, Lt — measured level of the
acoustic background at the measuring point.

As L 4 ¢q has been determined (following (4) or (5), at the measuring point it depends
on the level of the sound emitted by the i-th source and the time of its action) the error
value AL 4 .4 of determining the equivalent level is calculated from the relationship:

LA \? S \D o
ALy oy = [(%) AL? + (#) At?] ' (7

where AL; — error of determining the level value of the noise emitted by the i-th source
at the measuring point, At; — error of estimation of the action time, identical for each
source.

Substituting (4) in (7) one obtains finally, after differentiation, the following rela-
tionship for the error of determining the value of L4 ¢q:

- 2 1/2
100.1L,;
ALgg, = |AL* + | S2——

n
Z tiloo.lLi
i=1

10loge | At? . (8)
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The calculation error of the emitted noise is determined from the formula:
1/2

o, 7
(E) AL}+(E—;) AL%] . 9)

Substituting (6) in (9) one obtain after differentiation

ALy (14 10-024K7)!/?
1—10-01AKp )
where AL, — measurement error, AKr — difference between the measured value and that
of the measuring background (L) which, at the time of measurement, was at least 6 dB.
The results of calculation of the maximum error in determining the level of the
equivalent sound A are presented below.

AL =

AL =

(10)

4.1. Road traffic noise

Continuous measurements (8 hours during day-time or 0.5 hour during night-time)
of the sound level A at the point of reference in which there is a large difference between
the investigated signal and the existing acoustic background enables to determine the
equivalent level at this point with an accuracy equal to that of the instrument used in
the tests [6]. '

The reduction of the measuring time, resolving itself, in practice, into “periodical
sampling” of the investigated signal, introduces an additional error.

The methodics proposed in [6] enables to determine the values of the equivalent level
with a 1.5dB accuracy. This error was in [2] determined for a single ten minute-lasting,
measurement carried out at a random time moment within 8 most unfavourable hours
of the day in the surroundings of a road with a medium traffic intensity of 370 vehicles
per hour. For a measurement performed in rush hours it is equal to 1.8dB, while in the
time period corresponding with the lowest traffic intensity it is 4.9 dB. Our investigations
have shown the dependence of the value of this error on the traffic intensity. These errors
are:

— 1.9dB for roads with a traffic intensity above 800 vehicles per hour,

— 2.1dB for roads with a traffic intensity between 500 and 800 vehicles per hour,

— 2.7dB for roads with a traffic intensity between 300 and 500 vehicles per hour.

From the above it follows that the maximum error in determining the equivalent
sound level 4 on the basis of a single ten minutes — lasting measurement during the rush
hours does not exceed 3 dB during the day-time.

For the night-time, the measurement duration was 0.5 hour and was equal to the
time period for which the admissible sound level A has been determined. In this con-
nection, the error of determining the equivalent value is related only to the error of the
instruments used. For further analysis a value of 1dB has been assumed.

4.2. Railway noise

For the assessment of the maximum error in determining the equivalent sound level
A for the railway traffic during both the day- and the night-time, it has been assumed
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that the measurement error of the exposition level for a single measurement ASEL
is 1dB. The difference between the measured noise level and the acoustic background
level for the measuring points localized in close surroundings of the roads was, at least,
6dB. For such an value assumed, the error in determining the equivalent level AL,
formula (10), is 1.4 dB. The maximum error in calculating the equivalent sound level A
for eight most unfavourable day-time hours or half an hour during the night-time, and
at the assumption that the accuracy of determining the number of trains is 20%, is, from
formula (8), equal to 1.7dB.

4.3. Industrial noise

In accordance with the assumed methodics, the measurements were performed at
places localized outside the premises of the plant when the maximum noise emission into
the environment took place. The equivalent noise level A, for eight most unfavourable
day-time hours and half an hour during the night-time, was determined by performing
short 10-minute measurements. On the basis of the performed tests [9, 10, 13, 25, 26,
27] it has been found that a main influence on the formation of the acoustic climate
around industrial plants have the following factors: fan station, compressor stations,
transformers, cooling towers, etc. The time of their operation is different. However, due
to their importance in the technological processes this time is not less than 4 hours for
a working shift. In connection with the above, in assessment of the maximum error in
determining the value of the equivalent sound level A it has been estimated that this
error, for both the day- and night-time is equal to 3 dB.

5. Estimation of the error of determining the area endangered by the influence
of noise of a level in excess to the standard value

In the case of assessing the noise hazard of large areas, one utilizes the indices defining
the percentage portion of the area “polluted” by the excessive noise in relation to the
whole investigated area.

Generally, the scheme of determining this type of index is presented in Fig. 1 (4

As it follows from the above considerations, the accuracy of calculation of the en-
dangered area becomes important. The area in which a noise in excess to the standard
value exists can always be extrapolated to determine the area of a rectangle in the case
of a linear source, or that of a circle for a punctual source.

For linear sources the area is

P=1, (11)
where [ — length of the road or railway line being the source of noise, r — determined
range of the noise influence.

The error in the determination of the area is

1/2
APss [r2A12 4 12Ar2] , (12)

(1) By the term “linearized source length” appearing in the scheme the considered length of the road or
railway line section or the circumference of the analysed plant is meant.
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INDEX OF POLLUTION
OF THE AREA
BY NOISE
IN EXCESS TO THE
STANDARD VALUE

/\

AREA OF THE AREA OF THE
POLLUTED SURFACE| [REFERENCE SURFACE

/\

NOISE IMPACT "LINEARIZED"
RANGE SOURCE LENGTH

/\

NOISE LEVEL CHARACTERISTICS OF
AT THE POINT NOISE ATTENUATION
OF REFERENCE VS. DISTANCE

Fig. 1. Scheme of determination of the dependence of the index value of polluting an area by noise
in excess to the standard value.

where Al - error of determining the road or railway line lengths from the map base, Ar
- error of calculating the range of the influence of noise.

This range is a complex function depending on the difference between the measured
noise level 4 and the admissible value and on the character of the noise decay with
distance. It is calculated from the relationship

r =rpl0to/e, (13)

where g — distance between the source and the reference point, Lp — difference between
the noise level measured at the point of reference and the admissible value, a — coefficient
characterizing the course of the decay with distance.

Using the relationships

or r

s e 14

0L aloge (14)
and

LTI B (15)

da  a’loge

and taking advantage of the fact that the range r of the noise influence depends on the
difference between the measured noise level and admissible one and on the character of
decay of the noise level with increasing distance from the source, the Ar value has been
determined as:

B Pide 1/2
Ar = AL? + = Ad? . (16)
aloge a?®
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Substituting (16) in (12) one obtains

2)2 AL? 1/2
P = |r2A2 L 2 D AN d '
A [r Al* + Btz 6t (AL e Aa )} (17)

Finally, the relative error of estimating the area polluted by the road traffic and
railway noise is:
AP _[AP 13, (AL  Ae?\]'? -
7= | e ()] =
The estimation of the error in the area endangered by the excessive noise (over 55 dB)
has been carried out taking as an example road sources. The following assumptions have
been made:
— the value of the error, AL, of determining the equivalent sound level A is 3dB,
— the error, Al, of determining the lengths of the road sections from the map bases
is 10% and is constant for each of them,
— the error, Aa, of determining the drop of the sound level A with increasing distance
from the source was determined on the basis of calculations utilized in preparing Fig. 2.

SOUND LEVEL DROP [dB]
3 & -4

8 16 32 64 128
DISTANCE FROM SOURCE [m]

Fig. 2. Experimentally determined characteristics of the decay of the sound level A at a site for road
traffic noise, with marked values of the standard deviation.

From the above assumptions, using the relationship (18) (by applying suitable pro-
cedures of transformation of the relative units (dB) into the acoustic pressure units)
the maximum relative errors of determining the area endangered by excessive noise for
individual reached zones have been found. These values are:

— for the distance from 4m to 8 m from the reference point — up to 36%,
— for the distance from 8 m to 16 m from the reference point - up to 36%,
— for the distance from 16 m to 32m from the reference point — up to 37%,
— for the distance from 32m to 64m from the reference point - up to 37%,
— for the distance above 64 m from the reference point —up to 37%

(for rmax = 270, which corresponds to an equivalent noise level A at the point of reference
equal to 80dB).
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The values of these errors result from the considerable simplification related to a very
wide range of the measuring work conducted. Their values can be accepted, taking into
account that the results obtained are intended for recognition and general administrative
purposes.

6. Conclusions

As the result of the performed field testing, the complete assessment of the acoustic
climate within the limits of the Katowice voivodeship resulting from the three main noise
sources have been obtained. This situation is schematically presented in Figs.3 and 4.

Uround Ground

em?anger;d by d endangered by

railway noise A g
1% industrial noise

2%
Ground
endangered by s
road traffic noise (&
13%

Hazard free
grounds
T4%

Fig. 3. Percentage share of the grounds endangered by a defined type of noise in the total area
of the Katowice voivodeship. The day-time.

Ground

endangered by Hazard free
industrial noise - grounds
2% 21%
|

Ground Ground
endangered by endangered by
railway noise road traffic noise
57% 20%

Fig. 4. Percentage share of the grounds endangered by a defined type of noise in the total area
of the Katowice voivodeship. The night-time.

The presented test results enable to conclude that the hazard caused by industrial
noise is much lower than to the traffic one. This is mainly caused by:

— lower values of the sound levels A of the industrial noise at the point of reference
as compared to that of the traffic. The sound levels L., at the reference point were
comprised within the limits:

— from 59 to 84 dB (day-time) and from 50 to 78 dB (night-time) for the road traffic
noise;

— from 59 to 76 dB (day-time) and from 69 to 82dB (night-time) for the railway
noise;

— from 43 to 69dB (day and night time) for the industrial noise;

— faster drop of the sound level A of the industrial noise with the distance;
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— lower linearized sum of circumferences of the plants as compared to the length of
the transportation lines.

As the result of the performed assessment, also the estimation of the hazard to people
from the influence of noise of a level in excess to the standard value (55dB) has been
made. From this, it has been found that during the day-time ca. 30% of the population
is endangered which constitutes ca. 1150000 inhabitants of the Katowice voivodeship.

In the author’s opinion, a further development of the presented investigation should be:

— conduction of research work on plans of development and management of large
administrative units, with particular consideration of the decision-making process, which
should be advantageous from the point of view of the protection of the environment
against excessive noise,

— preparation of acoustic maps of large areas,

— improvements of the methodics of carrying out measurements of various noise
components,

— research work on models of noise propagation in the land with different degrees
of urbanization,

— verification of the functioning models of surface and linear sources,

— utilization of the database set applied within the framework of this work as well
as the GIS software for visualization of other types of environmental hazards,

— development of method of assessment of the noise emitted from roads with pave-
ments of different quality.
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The authors of this paper investigated the ways to decrease the time of calculating an
echogram in the computer simulation of the distribution of the sound field in a room.
The authors emphasize the existence of a limiting moment ts; up to which the simulation
must be completed. The remaining part of the echogram may be treated as a stochastic
amplitude (temporal distribution). The authors related the moment t; to the reverberation
time RT and the early decay time, EDT, of a room.

1. Introduction

The implementation of computer systems in acoustics allowed, among other things,
a more precise prediction of acoustic properties of real rooms and room designs.

Studies based on computer simulation aim at a maximum fidelity of the representa-
tion of the actual conditions. In the case of the simulation of auditory rooms, it becomes
possible to evaluate their acoustical properties already at the design stage. In simulation
methods it is very easy to correct the positions of the walls, the source of sound, the
observation point, etc.

Computer simulation leads to an echogram (a transient response of the room) which
provides a collection of data for both objective and subjective evaluation of the acoustic
properties of a room.

Basing on an echogram, a number of acoustic parameters may be determined yielding
objective characteristics of a room. On the other hand, the convolution of the echogram
with the function of a discretionarily selected signal allows the subjective evaluation of
the quality of a sound in the simulated room.

Although computers of high processor capacity are used for this task, the time of
simulation of an echogram is still too long. Therefore, scientists look for methods of
decreasing the time necessary for the calculation of an echogram.

The literature of the subject often postulates that in the process of evaluating the
acoustic properties of a room only the early part of the echogram is important. Basing
on this postulate, it was proposed by HoJAN and P&SSELT [2] that the simulation of the



354 R. GOLEBIEWSKI, E. HOJAN, M. WOJTCZAK and P. PEKALA

entire echogram is not necessary. It is sufficient to simulate it up to a certain moment
T;. The relation between T; and the duration of the entire echogram, T', is

T; = T, (1)

where a = 0.4+ 0.5 as results from Hojan and Posselt’s experiment. Moreover, it turned
out that it is important to simulate only the very early part of the actual echogram
provided that its further distribution, resulting from simulation of the entire echogram,
is then replaced by a stochastic distribution of the sound amplitude decaying exponen-
tially with time. In order to prove this hypothesis, a subjective evaluation of signals of
music and speech was performed after convoluting the signals with the entire simulated
echograms. The results of this procedure were compared with echograms consisting of
the early parts of the actual echogram and the stochastic parts decaying exponentially.
In each case, the duration of the echograms “produced artificially” (with addition of the
stochastic parts) was the same as that of the entire simulated echogram, but the dura-
tions of the part of the accurate echogram and the stochastic part were varied during
the experiment.

The aim of our experiments was to specify the time limit up to which an echogram
should be simulated in order to obtain a subjective evaluation of a signal (convoluted
with the early part of the echogram) being identical with that of this signal convo-
luted with the entire echogram. The evaluation was accomplished using sound signals
and echograms different from those used in the experiment described by HoJaN and
PosseLT [2].

The ultimate purpose of the experiment was to generalize the relations between the
minimum time required for an accurate computer simulation of the echogram and the
selected acoustic parameters of the room and, when applicable, the type of the sound
signal to be evaluated after the convolution operation.

2. Computer simulation

The authors of this paper used a computer program that allowed to simulate the
acoustic properties of a room. The program had been developed at the Institute of Acous-
tics of the Adam Mickiewicz University and implemented into a so-called cone-tracing
method.

The sound energy decrease caused by the sound absorption accompanying reflec-
tions of acoustic waves from the walls was taken into account in the calculation of the
echogram. The absorption of sound by the medium was disregarded because of the neg-
ligible influence of this factor on the value of the acoustic energy in the considered range
of distances between the source and the sound receiver.

The directional characteristics of the human ear, a factor which produces some dif-
ference in the sound signal pressure registered by each ear, were also taken into consid-
eration in the program.
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3. Echogram

An echogram is a temporal record of the acoustic pressure at a given point in the
room following a pulse stimulation of acoustic vibrations in this room. This temporal
distribution of the pressure is, in fact, an impulse response of the room recorded at a
specific observation point for a given specific position of the source of the sound. In view
of the limited capacity oi the computer memory, a histogram is used as an approximation
of the echogram. The histogram is plotted by dividing the period of observation into a
finite number of ranges and calculating the sum of sound intensities within each range.
Thus, the histogram is a set of bars numbered from 1 to kypax (Where kmax is the ordinal
number of the last temporal range). The height of each bar corresponds to the value of
the sum of squared acoustic pressures received at the observation point during the time
indicated by the width of the bar.

The height of the i-th bar pf (1=1, 2, ..., kmax) may be expressed by the equation

pi =Y (), (2)
t
where t € (t;,t;+1), and
21!]13)(
tr :(k— 1)'k_1 (3)

where k — ordinal number of the bar, Tiax — duration of the histogram, kmax — total
number of bars in the histogram.

In the calculation of the histogram, the above-mentioned energy decrease due to
reflections of acoustic waves from the walls of the room is taken into account. Hence,
the values of the squared pressure corresponding to individual cones “emitted” by the
source are multiplied by the factor

%
[1a -, (4)
i=1

where N — number of reflections of the observed cone from the walls of the room, a; -
absorption coefficient of the i-th wall.

4. Parameters calculated on the basis of an echogram

An echogram provides the basis for the calculation of a number of parameters which
allows an objective acoustic evaluation of the room. The criterion in the selection of
objective parameters was their correlation with subjective evaluations of selected sound
attributes, while the heed was paid particularly to the aim of this paper, i.e. to the
specification of the limiting value tg;.

All parameters were calculated assuming both the monaural and binaural perception
of sound. The calculated parameters are as follows:

o the reverberation time RT, basing on the histogram transformed into the Schroeder’s
curve,



356 R. GOLEBIEWSKI, E. HOJAN, M. WOJTCZAK and P. PEKALA

e the early decay time EDT, basing on the histogram transformed into the Schroeder’s
curve,

e the sound pressure level L,,

e the temporal centre of the echogram t,,

e the articulation (Deutlichkeit) D,

e the clarity C.

Schroeder’s curve, which is the basis for calculation of all the parameters mentioned
above is defined by the following equation

kmax

Z Ptk:Ppk

Rap(K') = 10Lg=*—— [dB], (5)

max

Z PikPpk
k=1

where pyk, ppr — total values of the RMS for the left and the right ear in the k-th range,
respectively, kmayx — ordinal number of the last temporal range, k — ordinal number of
the temporal range (k, k' =1, 2, ..., kmax).

4.1. Reverberation time

In the range of t € (0,Tax), the function R(t) is a continuous and non-growing
function which allows the calculation of the reverberation time from the equation

RT = 3|i_5 —t_25l, (6)

where t_5 denotes the time corresponding to the value of —5dB on the Schroeder’s
curve, t_ps denotes the time corresponding to the value of —25dB on the Schroeder’s
curve.

A discretization of equation (6) produces

RT 4 = 3|k_5 — k_as], (7)

where k_s denotes the ordinal number of the temporal range corresponding to the value
of —5dB on Schroeder’s curve, k_s5 denotes the ordinal number of the temporal range
corresponding to the value of —25dB on Schroeder’s curve.

4.2. Early decay time
The EDT is calculated on the basis of the reverberation curve (5) using the relation
EDT = 6k_y0, (8)

where k_10 is the ordinal number of the temporal range corresponding to the value of
—10dB on the Schroeder’s curve.

Since no consistent correspondence was found between the time limits ¢,; and other
acoustic parameters of the room, except RT and EDT, they are not defined in this paper.
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5. Convolution function

A subjective evaluation of signals in the simulated room was possible by applying a
convolution function defined as follows:

() = ] i) falt = 7 dr, 9)

where fi(7) — impulse response of the room, i.e., in this case, the echogram resulting
from simulation, fs(t — 7) — signal of music or speech to be submitted to the subjective
evaluation in the simulated room.

In order to eliminate the influence of any other rooms on the signal to be evaluated
in the simulated one, it was recorded under anechoic conditions using a digital tape
recorder. Subsequently, the signal was put into the computer via an analog-digital con-
verter, at a sampling frequency eliminating the so-called “aliasing” effect, and the convo-
lution operation of the recorded signals with entire or “produced artificially” echograms
was then carried out. The output signal, after its analog-digital conversion, was recorded
again using a digital tape recorder and then reproduced via headphones in order to
present it to the listener for the subjective evaluation.

6. Test signals

The two echograms used in the experiment were obtained by means of a computer
simaulation of the interior of a church under two different acoustic conditions. The
signals were speech (a sentence in Polish), guitar music and violoncello-and-violin music.
All signals were recorded in an anechoic chamber. The duration of each signal did not
exceed 10s.

Echogram 1, of duration of 600 ms, was convolved with the signal of speech and the
signal of guitar music. Echogram 2, of duration of 1000 ms, was convolved with the signal
of speech (the same as in the case of echogram 1) and the signal of violoncello-and-violin
music.

After convolution with the echograms, the signals were recorded using a digital tape
recorder and submitted to subjective evaluation by means of earphone listening applying
constant stimuli method.

The process of “artificial production” of the echograms comprised the removal of their
final parts (of various duration) and the addition of a stochastically distributed amplitude
decaying exponentially with time. While producing such compounded echograms, the
problem arose how to relate the last bar of the echogram (after the removal of its final
part) to the first one of the stochastic part. In the present work it was assumed that the
amplitude of the last bar of the actual echogram was identical with that of the first one
of the stochastic part; following the latter, the value of the sound amplitude decayed
exponentially with time.
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Table 1. Initial parameters for computer simulation.

Echogram 1 Echogram 2
1 Number of rays 12.000 10.000
2. Duration of the echogram 600 ms 1000 ms
3. Maximum order of the ray 8 12

7. Experiment

The experiment was divided into several stages. The first one was the preparation of
echograms, i.e. the removal of their final parts and the addition of the stochastic part:
the duration of the removed part was each time increased by 20 ms. The stochastic part
was generated anew after each removal.

The duration of the echogram with the stochastic part added was identical to that
of the actual echogram. All such echograms were subsequently convolved with a selected
signal.

The next stage was the preparation of pilot experiments in order to assess prelim-
inarily the limiting moment ¢z of the computer simulation of the echogram. These
experiments were conducted in a downgoing series with signals grouped in pairs. Each
pair consisted of a signal convolved with an entire echogram (the standard signal) and a
signal convolved with an echogram with a part removed (the test signal). The sequence
of signals in a pair was random. Each subsequent pair of signals differed from the pre-
vious one by the duration of the removed part of the echogram in the test signal. The
duration of the removed part was increased each time by 20ms. The intervals between
the signals in a pair did not exceed 1s, and those between pairs did not exceed 5s.

The pilot experiments were conducted with the participation of 6 listeners. The same
listeners participated in the main experiments in which the constant stimuli method was
applied as well. The listeners aged from 21 to 29 and had no musical education. At most
two listening session were caried out within a day (with an hour’s intermission). The
prepared listening tests were recorded by means of a digital tape recorder and reproduced
via earphones.

A listening test using the constant stimuli method included 3 to 5 series (depending
on the duration of the signal and the number of pairs in a series). From 12 up to 14
pairs of signals were presented to the subject in each series. The number of pairs in a
series depended on the accuracy margin of the assumed time values ¢4 in the individual
listeners responses. Hence, in order to fill the “transition range” around the assumed
temporal limit, more pairs of signals had to be presented. As in the pilot experiments,
the sequence of signals in a pair was random.

Each series contained the same pairs of signals arranged randomly within each series.
The sequence of series at each listening session was also random. One listening session
lasted at most 20 minutes.

After the listening session, the number of affirmative responses of each listener was
counted. The results were presented in the form of a psychometric curve of a single
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listener. Subsequently, the numbers of affirmative responses of all listeners were avaraged;
they are presented in the form of a psychometric curve (see Fig.1).

The percentage of affirmative answers [%]

Fig. 1. Psychometric curve of the results for all the listeners (signal of speech, echogram 2).
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Using a table of conversions of the values of the psychometric curve p to values
projected along the straight line with ordinates z, the results were presented in the form

of a straight line from which the values of the time limit t,, were read (see Fig. 2).
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Fig. 2. The straight line resulting from the conversion of p values to z values, for all the listeners

(signal of speech, echogram 2).
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The value of t, corresponds to the abscissa of the point on the line whose ordinate
is equal to zero.

A similar method was used to determine the time values ¢,; of all signals and both
the echograms.

For each straight line, the correlation index, coefficients of straight lines A and B
and their standard deviations were calculated. The results are presented in Table 2.

Table 2. Parameters of the psychometric curves.

Echogram 1 Echogram 2
K =0.983 K =0.994 K =0.997 K =0.982
A =2138E — 02 A=1777TE - 02 A =1.115E — 02 A=1011F - 02
B = —14.747 B = —-14.851 B =-2.701 B =-3.733
S4 =1.321E - 03 5S4 =6.344F — 04 S4 =2.932F - 04 54 =5.6E —04
Sp =0.912 Sp = 0.537 Sp = T.604E — 02 Sp =0.223
8. Results

In Table 3, the values of ¢4 obtained in the experiments for two echograms are pre-
sented. The values are also related to the reverberation time RT and the early decay time
EDT of the simulated room for either echogram and for two types of signals convolved
with either echogram.

Our data did not support the extant relationship between the time value ty and
other acoustic parameters of the room, mentioned previously (Sec. 4 of this paper).

Table 3. Time limits for the computer simulation.

Echogram 1 Echogram 2
RT =0.79s EDT = 1.84s RT =1.17s EDT =1.78s
Signal : speech Signal : guitar Signal : speech Signal : violin and
violoncello
tst = 320 ms tst = 165 ms tst = 360 ms ts¢ = 230 ms
ts¢ = 0.279RT tst = 0.141RT tst = 0.465RT tst = 0.291RT
tst = 0.18EDT tst = 0.092EDT tst = 0.196EDT ts¢ = 0.125EDT

9. Conclusion

The aim of the present paper was to specify the time limit ¢ of computer simu-
lation of an echogram. The time limits t;; were determined for two echograms char-
acterizing a simulated church under various acoustic conditions and with the same
shape of the church. The signals used in the experiment were speech, guitar music and
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violoncello-and-violin music. The determined time values ¢, are shown in Table 3. The
subjective evaluation of the signals of speech produced time values t; larger than those
in the case of music signals. It was due presumably to a certain amount of reverberation
inherent in the sound of music produced by instruments with a resonance box. There
were no significant objective differences between the magnitude spectra of the signal
convoluted with “compounded” echogram and that convoluted with the entire simu-
lated echogram, although such differences were easily heard in the subjective evaluation.

Table 3 contains values of the time limit ty; obtained during the experiment and
shows their relation to the reverberation time RT and the early decay time EDT of the
simulated room. As shown in Table 3, the values of t,; are scattered between 0.141 RT
and 0.465 RT, whereas, in the case of the relation to their EDT, the scatter is smaller:
from 0.092 EDT to 0.196 EDT.

Comparison of the results obtained in our experiments to those presented in a paper
by HoJAN and POSSELT (2] leads to following conlusions:

1. It is necessary to simulate only the early part of an echogram limited by the
time moment ts. The rest of the echogram may be replaced by a stochastic amplitude
distribution of a duration of (T} — tg),

2. The value of ts; depends not only on the size of the room but also on the type of
the signal,

3. The t4 values are always smaller for signals of music than for those of speech,

4. The time limit values tg; may be related to the reverberation time RT and the
early decay time EDT. Any change of the experimental conditions (such as, e.g., a
change of total absorption in a room) alters the relation between t,; and RT. Therefore,
the parameter EDT seems to be more useful as an objective measure of reverberation in
the computer simulation of a room.

All the statements above are valid for both simple and complex rooms.
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For a sinusoidal carrier at a frequency of 1 kHz, amplitude (AM) or frequency (FM) mod-
ulated by a sinusoidal modulator at a rate of fi,0q4 = 2, 5 or 10 Hz, psychometric functions
for the detection and the discrimination of modulation type were measured as a function
of an appropriate modulation index (i.e. m or ). Stimuli were presented in quiet or with
a band of noise chosen to mask the low- or high-frequency side of the excitation pattern
produced by a modulated signal. In AM case d' markedly depended on the presence of a
noise that masked the high-frequency part of the excitation pattern. For FM signals, on
the other hand, when modulation rate was equal to 2 Hz bands of noise did not influence
d' values. Probability of identification of modulation type (AM or FM) was the highest
for the smallest modulation rate and it was nearly equal to the probability of modula-
tion detection. Presence of any of these two bands of noise did not effect the modulation
identification. The results suggest that there are two mechanisms underlying the detection
and the discrimination of modulation type. One of them is based entirely on the changes
in the excitation pattern level and operates for a whole range of carrier frequencies and
modulation rates (place mechanism). However, for a low modulation rate there is another
mechanism responsible for the detection of frequency changes only. This mechanism pro-
vides additional information about frequency changes and brings about markedly higher
delectability d’ for the detection and discrimination of frequency changes. This mechanism
is not based on the ability of the auditory system to compare a phase of the excitation
pattern changes at different frequency areas. It seems that information about frequency
changes at a low rate may be effectively coded in a time distribution of neural spikes.

1. Introduction

Investigations concerned with amplitude and frequency changes at very low modula-
tion rates (i.e. less than 20 Hz) have provided a great variety of data about the auditory
system and have been extensively discussed in the psychoacoustical literature, [1-3, 8,
11, 12, 16-19, 21, 26-28, 30, 32]. There are two basic hypotheses that have been ad-
vanced about the perception of amplitude and frequency changes in an acoustic signal.
One of them, called the ZWICKER-MAIWALD model [11, 12, 30, 32] postulates that a sin-
gle mechanism is responsible for the perception of changes in amplitude and frequency.
The other one, presented by CONINX [2, 3] and FETH [5], assumes the existence of two
independent mechanisms, one for amplitude changes and one for frequency changes.
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The Zwicker-Maiwald model is essentially a place model based on the concept of the
psychoacoustical excitation pattern. The excitation pattern evoked by a sound can be
defined as the output of the auditory filters as a function of centre frequency, in response
to that sound [13, 15]. A maximum of the excitation pattern evoked by a sinusoidal signal
is observed at a characteristic frequency which corresponds to the frequency of exciting
sinusoid. This excitation pattern is a lot steeper on the low-frequency side and decays
gradually on the high-frequency side.

In a more recent version of this model [16, 18] a non-linear compression that takes
place on the basilar membrane is included [23, 24], as well as some of the phenomena
occurring in the auditory nerve [22]. An increase in amplitude of a signal gives rise to
an increase in the maximum of the excitation pattern but also brings about a spread of
the excitation pattern in frequency domain; more auditory filters are active.

When the auditory system is excited by AM signal then the excitation pattern
changes in the same way as the amplitude of the stimulating signal; this is illustrated
in the upper left panel of Fig. 1. To make the excitation pattern changes clearly visible
two curves illustrate the excitation patterns for extreme values of AM signal and for
AM index equal to 20% that corresponds to difference in level AL = 4.5dB. It is worth
noting that a bigger change in excitation level occurs on the high-frequency side of the
excitation pattern. This happens because the excitation level on the high-frequency side
of the pattern grows non-linearly with changes in level. The left lower panel of Fig.1
presents a difference of the excitation patterns evoked by AM signal for extreme values
of its amplitude for modulation depth of m = 0.04 (AL = 0.7dB) which is close to the
average threshold for modulation rate from the range of fu0q = 2 — 50Hz. Note that the
difference on both sides of the maximum is in the phase and bigger on the high-frequency
side.

The excitation pattern produced by the FM signal has a constant maximum but it
moves along a frequency axis as the signal frequency changes. The excitation patterns
evoked by the FM signal at extreme values of its frequency are presented in the upper
right panel of Fig. 1. To make the excitation pattern changes clearly visible deviation was
equal to 100 Hz. For FM signals a bigger change in excitation level usually occurs on the
low-frequency side of the pattern, where the slope is steepest. This is also shown in the
lower right panel of Fig. 1. It shows the difference in the excitation patterns produced by
FM signal at extreme frequencies for deviation of 4 Hz. This value is close to the average
threshold for modulation rate from the range of fieq = 2 — 50 Hz.

In the simplest version Zwicker-Maiwald’s model assumes that changes in either
amplitude or frequency are detected by monitoring the single point on the excitation
pattern that changes most. This is equivalent to monitoring a single auditory filter.
The detection of changes in amplitude or frequency occurs when the change in the
excitation pattern exceeds a criterion amount, which was empirically established to be
approximately 1dB. The model also assumes that amplitude and frequency changes
cannot be distinguished at the detection threshold.

Some more recent models assume that information about amplitude and frequency
changes can be combined over a certain region of the excitation pattern. This is equiva-
lent to monitoring several auditory filters simultaneously [6, 14].
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Fig. 1. Upper row shows the excitation patterns produced by amplitude (left panel) and frequency
(right panel) modulated tones for extreme values of amplitude and frequency respectively, for
suprathreshold values of appropriate modulation indices. Lower row shows the differences in excitation
patterns produced by amplitude (left panel) and frequency (right panel) modulated tones for extreme
values of amplitude and frequency respectively, for nearthreshold values of appropriate modulation
indices.

For example, the model proposed by FLORENTINE and BUUS [6] assumes that in-
formation from the entire excitation pattern, i.e. from each excited critical band or
active auditory filter, is combined in an optimal way (so-called optimal multi-channel
model, [16]), from the point of view of the signal detection theory (so-called integration
model) [7].



366 A.P. SEK

If the change in excitation level in the i-th critical band (or auditory filter) gives rise
to a value d}, then the overall value of d' is given by [7]:

d = /Z 2. (1)

The value of d; is proportional to the square of the effective modulation index, m;, in
the i-th critical band [9, 16, 18, 26]. Moreover, for small depths of modulation (m and
3), the difference in level between a maximum and minimum in excitation level, AL;, is
directly proportional to the depth of modulation at the modulation detection threshold,

m;. Hence,
d =K fz ALY, (2)
i
where K is a constant.

The predictions of this model were unfortunately different from the results of direct
measurements, [16, 18, 26]. In the case of mixed modulation (MM) detection this model -
predicted that d’' values would be greatest for phase shift A¢ between amplitude and
frequency changes A¢ = 7, and smallest for A¢ = 0. The experimental data did not con-
form to these predictions [16, 18, 26]. Thus the optimal multi-channel excitation-pattern
model failed to account for the experimental data.

Based on the results of experiments concerned with mixed modulation detection,
both with and without bands of noise that selectively masked either the upper or the
lower side of the excitation pattern, MOORE and SEK [18] suggested a non-optimal
multi-channel excitation-pattern model. They assumed that subjects based their deci-
sions on an unweighted sum of decision variables across all active frequency channels
(critical bands). The overall value of d’ was assumed to be:

d=K» —% (3)
i=1
where n is the number of active channels and I is a constant.

This model correctly predicted the relative level of performance observed in the mixed
modulation detection experiment for different relative modulator phases and for signals
presented in quiet or with noise bands. Correlation of the predictions and measured
d’ values reached about 90% [18, 27]. Based on this model it is possible to interpret a
monotonic increase in difference limens for AM and FM signals [20, 29].

The non-optimal multi-channel excitation-pattern model also predicts that the dis-
crimination of modulation type (or modulation identification) is impossible at the de-
tection threshold of modulation. The ability of subjects to identify the modulation type,
i.e. AM or FM was studied by DEMANY and SEMAL [4] for very low modulation rates.
They showed that the identification performance was almost equal to the detection per-
formance when the modulation rate was less than 5 Hz which cannot be explained by the
non-optimal multi-channel. Thus is there any additional mechanism that enhances sen-
sitivity of the auditory system to very low changes in physical parameters of an acoustic
signal?
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Identification of modulation type would be possible if the subject was able to compare
a phase of the changes in the excitation pattern on the low- and high-frequency sides
with respect to the maximum. If the changes on the lower and upper side of the pattern
are in phase this indicates that AM is present. If these changes are in an opposite phase
on the two sides of the pattern this indicates that FM is present. If the changes are
larger on the high-frequency side of the pattern, this indicates that AM is present (this
happens because of expansive non-linear growth of excitation level on the high-frequency
side of the patterns with increase in signal level; see Fig.1). If the changes are larger
on the low-frequency side of the pattern this indicates that FM is present (this happens
because the excitation pattern is usually steeper on the low-frequency side). Thus the
information about the phase of excitation level changes on the low- and high-frequency
side may be a source of an additional information about the signal changes and the
auditory system may effectively use it.

The main purpose of this paper is verification of this hypothesis.

2. Experiment 1. The detection of modulation

If the detection (or identification) of modulation depended on comparison of dis-
placements of different regions of basilar membrane then the limiting of information
from one of the active areas of the membrane (using masking band of noise) should make
the detection of modulation much more difficult and consequently increase in threshold.
Moreover, if the detection of modulation for all modulation rates was based exclusively
on the excitation pattern changes, then using masking band of noise should bring about
the same effect for all modulation rates. The main purpose of the first experiment was
to determine the detectability d' for amplitude and frequency modulated signals as a
function of m or 3 respectively. It was carried out for a sinusoidal carrier at a frequency
of 1kHz presented in quiet and with bands of noise designed to mask selectively either
the low- or high-frequency side of the excitation pattern evoked by a modulated signal.
In other words the aim of the experiment was to establish which side of the excitation
pattern is more important for modulation detection and how it changes with modula-
tion rate for AM and FM. The results gathered in this experiment were also a start-
ing point for the next experiment concerned with the modulation type discrimination
(see Sec. 3).

2.1. Method

Psychometric functions for the detection of amplitude and frequency modulated sig-
nals were determined in two separate experiments using a two-alternative forced-choice
(2AFC) method. On each trial two successive signals were presented. One of them was
modulated (AM or FM) and the other one was a pure tone. The order of the signals was
random and subject’s task was to indicate which of two signal in a pair was modulated.
Each signal had an overall duration of 1000ms including raised-cosine rise/fall times of
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90ms. The long duration was chosen so that several cycles would occur in each stimulus.
The time interval between two successive signals was 500 ms.

A run consisted of 55 trials. Five different modulation depths, i.e. m or 8 for AM
and FM respectively, were used in each run, and they were used in random order. The
highest value of an appropriate modulation index was chosen to be easily detectable,
giving typically 90-95% correct responses, and the smallest one was chosen to be difficult
to detect, typically giving 55-60% correct responses. These values were established in
several pilot runs individually for each subject. Twenty blocks of trials were run for each
modulation rate and modulation type (AM and FM), so any point on each psychometric
function is based on at least 200 judgements.

In separate experimental sessions, using the above described method, psychometric
functions for detection AM and FM signals presented with bands of noise chosen to mask
either the lower or the upper part of the excitation pattern were measured.

The carrier was a sinusoid with a frequency of f. = 1kHz, and level 70dB SPL.
Modulation rate was equal fmed = 2, 5 and 10Hz. Bands of noise had essentially rect-
angular spectral envelopes and cut-off frequencies: f; = 500 Hz, f,, = 800 Hz - low-band -
noise and f; = 1250Hz, f, = 2000Hz - high-band noise. Spectrum level was equal to
49 and 45dB (re. 20 pPa) for low- and high-band noise respectively. The parameters of
these bands were chosen to give a crossing point of the excitation patterns [15] produced
by the carrier signal and by each band of noise, 10 dB below maximum of the excitation
pattern evoked by the carrier. Moreover, the maxima of the excitation patterns produced
by bands of noise were approximately equal.

These parameters of the bands of noise allowed a little effect of low-band noise on
the high-frequency side of the excitation pattern and vice versa. Noise used in this study
was not so-called frozen noise but it was calculated individually for each stimulus by
means of Inverse Fourier Transform. Bands of noise were not presented continuously as
in MOORE and SEK’s [18] experiments but were gated synchronously with stimuli. Signals
were generated via 16-bit digital-to-analogue converter (Tucker and Davis Technology)
at a sampling rate of 50kHz and presented monaurally by means of Sennheiser 414
headphones in a sound attenuating chamber. Three normal hearing subjects were used.

2.2. Results and discussion

As results of the experiment, probabilities of correct answers for each of 5 values
of appropriate modulation indices (m or ) were obtained. These probabilities were
transformed into detectability d' [7, 10]. Functions describing dependencies of d' on m
or 3, i.e. d'(m) and d'(j3) were similar for all subjects and in general they could be
approximated by linear functions of the modulation index square:

dap = Kamm?®, (4)
KrmfB?, (5)

'
FM

where K ay and Ky are constants expressing slopes of the best-fitting lines. Correlation
coefficients of collected data were relatively high and no smaller than 0.92.
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The data averaged across the subjects are presented in Fig. 2. The upper row shows
data for amplitude modulation and the lower one data for frequency modulation. The
following columns present data for modulation rate fi,,a = 2, 5 and 10Hz respec-
tively. In each panel of this figure data obtained for signals presented in quiet (squares)
with low-band noise (circles) and high-band noise (triangles) are plotted. Slopes of the
best-fitting lines, i.e. Kan and Kyym were collected in Table 1. (To make the results
readable, both in Fig.2 and in Table 1, 1000m? was used instead of m?).

Table 1. Slopes of the best-fitting lines Kapm and Kyy: NO - no noise, LB - low-band noise
and HB - high-band noise.

Amplitude modulation Frequency modulation
Kam Kpm

Subject Noise 2Hz 5Hz 10Hz 2Hz 5Hz 10Hz
NO 0.212 0.230 0.320 0.279 0.949 6.141
S1 LB 0.159 0.164 0.156 0.234 0.725 1.074
HB 0.070 0.049 0.044 0.376 1.317 3.077
NO 0.259 0.279 0.282 0.371 1.327 5.503
52 LB 0.132 0.141 0.142 0.248 0.720 0.828
HB 0.080 0.053 0.033 0.324 0.939 2.419
NO 0.295 0.303 0.209 0.325 1.568 5.162
S3 LB 0.115 0.111 0.113 0.309 0.510 1.074
HB 0.060 0.040 0.026 0.274 1.216 2.704
NO 0.225 0.271 0.270 0.325 1.281 5.602
Mean LB 0.135 0.139 0.137 0.264 0.652 0.992
HB 0.070 0.047 0.034 0.327 1.157 2.733

2.2.1. Amplitude modulation. Consider first the results for amplitude modulation
presented in the upper row of Fig.2 and in the first broad column of Table 1. For a
given AM index the highest d' and the steepest slope were obtained for modulated
signals presented in quiet (Kam = 0.225, 0.271 and 0.227 for fmoda = 2, 5 and 10Hz
respectively). Low-band noise, when presented with the signal brought about a decrease
in d slopes (Kam = 0.135, 0.139 and 0.137 for fmoa = 2, 5 and 10Hz respectively).
However, much greater influence on d' and slopes had high-band noise added to the
amplitude modulated signal. In this case measurements of d' required much bigger AM
indices than in the case when the signal was presented in quiet or with low-band noise.
Slopes are also shallower in this case: Kam = 0.070, 0.047 and 0.034 for frnod = 2,5
and 10 Hz respectively. It should be noted that low-band noise had the same effect on d’
values for all modulation rates used. High-band noise, however, had a bigger effect for
higher modulation rates.
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Slopes of the best-fitting lines (*) for AM, as collected in Table 1, were subjected
to a within-subjects analysis of variance (ANOVA) with factors: way of presentation
(in quiet, with low-band noise and with high-band noise) and modulation rate (fmea =
2, 5 and 10Hz). The main effect of the way of presentation was a highly significant
factor (F(2,4) = 142.1, p < 0.0001) reflecting marked increase in threshold, observed
especially for high-band noise. The main effect of the modulation rate was not significant
(F(2,4) = 0.1, p = 0.91); d's and slopes obtained for all modulation rates (for a given
way of presentation) did not change markedly with modulation rate. This confirms earlier
findings that the threshold for detecting of AM does not depend on modulation rate for
low modulation rates. The interaction of the modulation rate and the way of presentation
was not significant (F(4,8) = 0.55, p = 0.702) which means that masking of the low-
or high-frequency side of the excitation pattern has approximately the same effect on
the modulation detection. (However this is not quite true for high-band noise; in this
case coefficients K an were different across modulation rates, see the upper row of Fig. 2
(triangles) and Table 1).

Based on these results it may be stated that the detection of amplitude modulation
is similar for all modulation rates used, which is consistent with Zwicker’s model. Much
higher d's obtained when the AM signal was presented with the high-band noise are
also consistent with this model. Zwicker's model assumes that the detection of AM is
based on changes observed on the high-frequency side of the excitation pattern. Thus,
if the information from this part of the excitation pattern were limited in some way (for
example by masking, as in this study) then the detection of modulation would be much
more difficult and growth in the threshold would also be observed. This effect is clearly
shown by the presented data.

2.2.2. Frequency modulation. The lower row in Fig. 2 presents data gathered for fre-
quency modulated sinusoid, presented in quiet and with low- and high-band noise, aver-
aged across subjects. Note that the range of z axis is different in each panel. This makes
comparison of the data more difficult but, on the other hand, it also allows them to be
presented in a more readable way.

Consider the results for modulation rate of fmeq = 10Hz. The detection of mod-
ulation is easier (higher d's) when signals are presented in quiet (Kpym = 5.6). When
the FM signal is presented at a background of the high-band noise, that masks the
high-frequency side of the excitation pattern, then a given d’ requires a bigger FM index
by a factor of 2. Thus the slope of the best-fitting line is shallower by a factor of 2
(Kpm = 2.733).

Low-band noise, however, that masked the low-frequency side of the excitation pat-
tern had a much greater effect. In order to get d's from the range of 1-2 it was necessary
to use f3, greater by a factor of 3, compared to a situation when the FM signal was
presented in quiet. Quite a different situation can by observed for a modulation rate
of fmod = 2Hz. The presentation of FM stimuli in quiet or with low-band noise that

(') Since the data for different modulation rates were gathered for markedly different ranges of an appro-
priate modulation index, raw data could not be subjected to this analysis. Such analysis would require many
so-called “missing values” that could markedly influence the final results of the analysis.
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masks the low-frequency side of the excitation pattern or with high-band noise that
masks the upper side of the excitation pattern gives similar slopes of the best-fitting
lines describing d' as a function of FM index. The detection of frequency modulation
in this case did not depend on presence of masking bands of noise, but took place for
bigger values of 3 than for fmo4 = 10 Hz. For modulation rate of 5 Hz a sort of “half way
through” situation, between these for frnoq = 2Hz and fioq = 10 Hz, is observed (see
Fig. 3).

The highest d's were obtained for FM tone presented in quiet (Kpy = 1.281).
High-band noise that masks the high-frequency side of the excitation pattern did not
affect the results. However, the low-band noise markedly influenced the slope (Kpm =
1.157). Thus decreasing in modulation rate required much bigger FM indices to reach
the detection threshold.

Slopes of the best-fitting lines for FM, presented in the second broad column of Ta-
ble 1 were subjected to within-subjects analysis of variance (ANOVA) with factors: way
of presentation (in quiet, with low-band noise and with high-band noise) and modulation
rate (fmoa = 2, 5 and 10 Hz). The main effect of the modulation rate was highly signifi-
cant (£'(2,4) = 210.30, p < 0.0001) which confirms earlier findings that if the threshold is
expressed in units of 3 then it decreases with increase in the modulation rate [25, 31]. The
main effect of the way of presentation was also statistically significant (F'(2,4) = 301.72,
p < 0.0001). It emphasised the effect of masking, particularly for fucq = 10 Hz. However,
the most important result of this analysis is that the interaction of the modulation rate
and the way of presentation was also highly significant (F(4,8) = 79.44, p < 0.0001).
This interaction means that the masking effect was markedly different across modulation
rates.

The results for FM stimuli are consistent with Zwicker’s model but only for a mod-
ulation rate of 10 Hz. Only for this modulation rate the effect of the low-band noise was
observed. As Zwicker’s model suggests, the detection of frequency modulation is based
on the low-frequency part of the excitation pattern. Thus if the information from this
part of the excitation pattern is limited in some way (for example by masking, as in this
study) the detection of FM would be much more difficult and the threshold much bigger.
However, this was observed for modulation rate of fy,0q = 10 Hz only. If Zwicker’s model
had been correct for the whole range of modulation rate, then the same influence of the
low-band noise should have been observed for modulation rate of fy,q = 2Hz. Such an
influence was not observed in this study.

2.2.3. Interim summary. In summary of this part of the results it can be stated that
the effect of the high-band noise that masked the high-frequency side of the excitation
pattern on d's was bigger for amplitude modulated signals. The effect of this band as well
as the effect of the low-band noise was approximately the same across all modulation
rates used. The detection of frequency modulation at a modulation rate of fioq = 2Hz
did not depend on presence of any band of noise. However, an increase in the modulation
rate brought about that the effect of the noise was bigger, particularly for the low-band
noise that masked the low-frequency side of the excitation pattern.
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3. Experiment 2. Effect of modulation rate on the discrimination of modulation type

As mentioned earlier, one of the possible ways of modulation type discrimination
may be a comparison of magnitudes and phases of excitation level changes on the low-
and high-frequency sides: changes on the two sides in phase suggest that amplitude
modulation as a stimulating signal is present; if the changes are not in phase then this
may suggest that the FM signal is present. If the auditory system indeed makes such a
comparison of two sides of the excitation pattern then a selective masking of any of these
two sides, that limits the amount of the information available from masked part of the
excitation pattern should bring about noticeable decrease in probability of modulation
type discrimination.

Thus in the next experiment the discrimination of modulation type (AM from FM)
was analysed. This was done for AM and FM signals presented in quiet and with bands
of noise that selectively masked the low- or high-frequency side of the excitation pattern.

3.1. Method

An ability of discrimination of modulation type (AM from FM) was analysed for
a sinusoidal carrier signal at a frequency of 1kHz with level of 70dB SPL, amplitude
or frequency modulated by a sinusoid at a frequency of 2, 5, and 10Hz. The same
masking bands of noise were used as in Experiment 1 (see Sec.2.1). A two-alternative
forced-choice (2AFC) method was used. Two successive signals in a random order were
presented on each trial. One of them was amplitude modulated, whereas the other one
was frequency modulated. The subject’s task was to indicate an order of the signals in
each trial, i.e. AM was first then FM, or vice versa.

Values of appropriate modulation indices i.e. m and 3 for AM and FM respectively
within each trial were chosen to produce equally detectable amount of each type of
‘modulation. Six different values of d' were chosen namely: d' = 0.66, 1.16, 1.66, 2.16,
2.66 and 3.16. For these d's six pairs of (mgr, B4), i.e. {(mo.se,Bo.66), (M1.16,51.16), ---s
(ms.16,03.16)} were calculated based on equations (4) and (5) (see Sec.2.2). Pairs of
(mgr, Bg) were determined separately for each subject (based on individual data for
each subject) and for modulation presented in quiet and with bands of noise.

A single experimental run consisted of 65 trials that were presented in random order.
In the first five trials modulation indices m and [ were the biggest i.e. m = mg3.16 and
B = fB3.16. Twenty blocks of trials were run for each way of signal presentation and
for each subject. This gave at least 200 judgements for each point on the psychometric
function. Signals were presented in the same way as in Experiment 1. The same normal
hearing subjects took part in this experiment.

3.2. Result and discussion

Probabilities of correct response, as raw experimental data for all pairs of (mg, Ba)
were transformed into d’ domain and presented in Fig.3 as a function of detectabil-
ity d' for detection of AM or FM. Since d's obtained for three subjects were similar,
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Fig.3 presents mean data. Top, middle and bottom panels show data for modulation
rates fmoda = 2, 5 and 10Hz respectively. Each panel shows the results for different
ways of signal presentation: in quiet (squares), with low-band noise (circles) and with
high-band noise (triangles). Solid lines with no data points show hypothetical situations
where data would fall if probability of modulation detection were equal to probability
of modulation type discrimination (d},, = dl;,)-
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Fig. 3. Psychometric function for the discrimination of modulation type AM or FM as a function of d’

for detection of AM or FM. Each panel shows data for one modulation rate and for three ways of signal
presentation: in quiet (squares), with low-band noise (circles) and with high-band noise (triangles).
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In general it can be stated that an increase in detectability d' for detection AM or FM
brings about an increase in detectability d' for the discrimination of modulation type.
For fmoa = 2Hz (top panel of Fig. 3) the discrimination (or identification) of modulation
type is nearly as good as the detection of modulation. This finding is consistent with
that of DEMANY and SEMAL [4]. Thus, for this modulation rate the discrimination of
modulation type is quite possible at the detection threshold of modulation. For slightly
higher d's for detection of AM or FM the discrimination of modulation type (AM from
FM) worsens. It is worth to add, that the way of modulation presentation (i.e. in quiet
or with bands of noise) did not influence obtained data: these obtained for signals pre-
sented in quiet are very close to those when the signals were presented with low- or
high-band noise. This means that the presence of masker, that selectively masked either
the low- or high-frequency side of the excitation pattern did not impair the discrimina-
tion of modulation type. The middle panel of Fig.3 shows data for modulation rate of
fmoa = 5Hz. d's presented in there are, in general, smaller than those for fmod = 2 Hz.
They increase more slowly as d' for detection of AM or FM increases. This means that
the discrimination of modulation type (identification) in this case is more difficult. The
way of stimuli presentation does not seem to be important. A pattern of the data ob-
tained for fmeq = 10Hz (bottom panel of Fig.3) is similar to those for fmea = 2Hz
and 5Hz. An increase in d' for discrimination is smaller than in the two first cases. No
effect of the way of signal presentation was also observed. Thus, for a near-threshold
modulation indices an increase in modulation rate makes the discrimination of modu-
lation type progressively more difficult: the discrimination of AM from FM seems to
be easy for fmoa = 2Hz, more difficult for froa = 5Hz and almost impossible for
Faba = 10Hz

The results were subjected to analysis of variance (ANOVA) with the following fac-
tors: modulation rate (fmod = 2, 5 and 10Hz), way of signal presentation (in quiet and
with bands of noise) and detectability d' for detection of AM or FM (6 values). As ex-

' pected, the main effect of the detectability d’ for detection of AM or FM was highly
significant (F(2,4) = 210.34, p < 0.001); it is clear that an increase in appropriate mod-
ulation indices largely improves performance. The main effect of the modulation rate was
also highly significant (F(2,4) = 15.90, p = 0.012). That means, that the discrimination
of modulation type depends on modulation rate. The main effect of the way of signal
presentation was not significant (F'(2,4) = 2.61, p = 0.188). The interaction of the mod-
ulation rate and the detectability for detection of AM or FM was also significant which
indicates that an increase in d' for detection of AM or FM brought about a different
increase in d' for discrimination for different modulation rates.

The results of this experiment suggest that when trying to identify modulation type
the auditory system does not use information connected with an envelope of the phase
of the excitation pattern changes in different frequency regions. However, two factors
that affected the results should be borne in mind. First, the modulation depths used
(for a given d' for detection of AM or FM) were markedly greater where noise bands
were presented than when they were not presented. Secondly bands of noise were not
completely effective in masking one side of the excitation pattern only: a small area
adjacent to the maximum of the excitation pattern always remained unmasked.
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While trying to identify modulation type the auditory system does not use the phase
of the excitation pattern changes on the low- and high-frequency side of the pattern.
If this information had been used then the discrimination of modulation type would
have worsened when AM or FM signals were presented with bands of noise. Subjects
can perform the discrimination task even when noise band masks either the low- or
high-frequency side of the excitation pattern and d's for discrimination are nearly as
good as d's for detection of AM or FM for the lowest modulation rates.

4. Concluding remarks

The results of the presented investigations suggest that the discrimination of modu-
lation type at the modulation detection threshold is possible for the lowest modulation
rates; this finding is not consistent with Zwicker’s model. They also suggest that while
trying to identify modulation type the auditory system does not use information con-
nected with the excitation pattern changes on the low- and high-frequency side of the
pattern. Information about relative phases of the excitation pattern changes is not cru-
cial for the discrimination of modulation type. Changes in the excitation pattern seem
likely to be more important for amplitude modulation because low- and high-band of
noise impaired AM detection to a larger extent. Thus, if the information contained in
changes in the excitation pattern do not play the most important role then an addi-
tional mechanism (or mechanisms) must exist in the auditory system that enables fine
discrimination of modulation type at the detection threshold for AM and FM. This
mechanism does not have to be connected with both types of modulation and it may
be connected with either amplitude or frequency changes only. Since the detection of
frequency modulation depends less on masking bands of noise it seems that this mecha-
nism may be connected with frequency changes only. However, this mechanism operates
more effectively for very low modulation rates. It enhances a sensitivity of the auditory
system to frequency changes. This mechanism may be based on information available in
phase locking. It seems likely that the auditory system is capable of analysing the time
intervals between neural spikes, for relatively long time samples of the signal. If this
is the case, the accuracy and efficiency of this analysis would depend on the absolute
number of the impulses characterised by a constant time interval between them. The
number of spikes is roughly proportional to the duration of the signal, if the signal level
is constant. Increasing the duration of the signal with the constant frequency introduces
more equal time intervals between spikes. This provides more precise information about
the frequency of the signal and, as a consequence, better performance in frequency mod-
ulation detection. A strong argument supporting this point of view are the results of
experiments, when the task was to detect a difference between two successive sinusoidal
tones: these threshold are largely lower that those for modulation detection [28].

In summary it may be stated that there are two mechanisms for the detection of am-
plitude and frequency changes of a signal at low rates. One of them is a mechanism based
entirely on changes in excitation level, proposed by Zwicker. This mechanism operates
for amplitude and frequency changes for all range of carrier frequencies and modula-
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tion rates, being most effective for modulation rates higher than 5Hz. However, for
very low modulation frequencies, less than 5 Hz, an additional mechanism enhances the
auditory system’s sensitivity to frequency changes. The mechanism provides additional
information about frequency changes and brings about markedly higher detectability for
the detection and discrimination of the frequency changes. The mechanism is probably
based on the analysis of the phase-locking to samples of the signal.

The concept of the two independent mechanisms for detection amplitude and fre-
quency changes has already been presented by FETH [5] and CoNINX [2, 3]. However,
they assumed that differences in the detection of amplitude and frequency changes occur
over the whole range of modulation rates. The model suggested in this paper assumes
that detection of changes in amplitude or frequency of a signal is based primarily on the
changes in excitation level over the active region of the excitation pattern. However, for
very low modulation rates, when the changes in the signal’s parameters are very slow,
the information conveyed by inter-spike intervals is used to evaluate the frequency of the
signal.
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Results and problems of perception of mixed modulation in a harmonic multitone are
discussed. The experimental research was done for higher modulating frequencies (70 and
200Hz) and a 5-harmonics complex with fundamental frequency of 256 Hz. The results
indicated that for a modulating frequency of 70 Hz, the perception of frequency modulation
in the presence of the threshold values of the amplitude modulation is different from the
perception of amplitude modulation in the presence of the threshold values of the frequency
modulation. This means clearly that there are two mechanisms of the perception for these
kinds of modulation.

1. Introduction

Problems of perception of simultaneous amplitude and frequency modulation have
been widely discussed [3, 4, 6, 14, 15]. For low modulating frequencies, the perception
is based on the changes in pitch and loudness and the auditory system follows the
temporal structure of the sound. For higher modulating frequencies, when the spectrum
covers a wider frequency range, the perception of AM, FM and MM is based mostly on
the spectrum of the modulated sound, i.e. on the low and high sidebands produced by
modulation process, and it could be said that, in this case, the auditory system analyses
the spectral structure of the sound. This means that we perceive a steady “rough”
sound or two tones of different pitches depending on the frequency of modulation and
the carrier. VOGEL [21, 22] presented a model, derived partially from the TERHARDT’S
model [19], in which the partial roughness is evaluated within each critical band on
the basis of the fluctuation in excitation. FASTL [5] suggested that for AM-modulated
broad-band noise the differences in the level are evaluated using the masking period
patterns produced by AM broad-band noise differing in the modulation frequency, degree
of modulation, and level. ZWICKER [25] compared the sensations produced by the AM
and FM octave-band noise. The result indicated a correlation between the sensations
produced by these two kinds of noise which suggests that the roughness for both AM
and FM is perceived by the same mechanism. In other ZWICKER'S works [23, 24, 26]
it was found that the just-noticeable modulation index for AM and the just-noticeable
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frequency deviation for the FM tones, changed in the same manner of change as the
function of the modulating frequency when other parameters were constant. This means
that the threshold of roughness behaves similarly for AM and FM tones. TERHARDT [18,
20] compared the roughness of AM tones with that produced by FM tones at a constant
modulation index and concluded that the mechanism producing this effect was similar
for the two kinds of modulation.

ZWICKER [27] and MAIWALD [12, 13] proposed a functional scheme in which the
frequency and intensity differences are assumed to be detected by one single mechanism
rather than by two independent mechanisms. CONINX [3, 4] found an independent de-
tection of the pitch and loudness differences on the basis of his experiment in which the
detection of combined differences in frequency and intensity was investigated. HART-
MANN and HNATH [7] determined the influence of each component of the AM, FM and
MM signal spectrum on the modulation threshold values. Most important is the relation
between the MM threshold and the ratio of the frequency and amplitude modulation
indices for coincident and opposed phases between the amplitude and frequency modu-
lating signals. OzIMEK and SEK’S research [15] shows that there exists a fairly complex
perception mechanism for MM signals which depends on the kind and frequency of the
modulating signal. For the modulating frequency in the “spectral” region, there are
probably two independent mechanisms that may operate either separately or in combi-
nation; the component whose frequency is lower than the carrier frequency of the signal
determines the perception of simultaneous amplitude and frequency changes.

From the musical point of view, two aspects of the changes in the spectra should
be taken into consideration: firstly, when two sidebands have frequencies in harmonic
order with the carrier frequency and they assemble in some kind of a harmonic mul-
titone; secondly, when those sidebands are not in harmonicity that causes some kind
of dissonance. The second aspect was widely discussed by BREGMAN [2] on the basis
of perceptual grouping. According to this theory, listeners could “remove” some non-
harmonic partials from the consonance complex creating a sound image based on two
separate perceptual streams: one with the products of modulation, and another one —
the harmonic signal with the carrier.

The main aim of this paper is to find how the human ear can percept a mixed
modulation in the roughness and “spectral” regions for the single components at the
presence of other partials of the harmonic complex. Another interesting problem was
the interaction between these two kinds of modulation.

2. Stimuli and procedure

When a pure tone with amplitude A and frequency f.:
z(t) = Acos 2w f.t, (1)

is processed by frequency and amplitude modulation using another pure tone with am-
plitude M and frequency Fi,:

y(t) = M cos 2 Fy,t, (2)
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the result is given by the following formula:
X(t) = A(1 + mecos2n Fipt) cos(2m fot + B sin 2w Fy,t), (3)

where: m = M/A - AM modulation index, 8 = Af/F,, — FM modulation index, and
Af - frequency deviation.

Formula (3) expresses the spectral structure of the mixed-modulated tone containing

three components:
— a carrier of frequency f. and amplitude A- Jy(53),
m
Ji(B) - (1 - E)
m
@) (1+5)|

B
(for 8 < 1 only), where Jy(3) and .J;(3) are the Bessel functions of zero and first order

of the argument f3, respectively.

When only one of the partials is modulated, the spectrum contains other harmonics
with their own amplitudes, modulated harmonic and two sidebands which result from
the modulation process.

Test signals were generated by an IBM PC computer with a 16-bit sound board
at a sampling rate of 16000 points per second. The phases of each of the generated
components and the modulation signal were equal to zero. Both the duration of the
signal and the pause between two stimuli was 1s. The stimulus presentation, timing
and response recording were controlled by the computer. In the first interval, subjects
listened to the AM or FM modulated single components of the investigated complex at
the threshold values of m or 3 obtained in the experiment, presented partially previously
[9]. The second interval always contained the same modulated partial with constant
threshold values of m or 3 and a co-existing FM or AM modulation, respectively. This
sequence was used because it could help the listeners to decide whether the sounds in
those two intervals were the same or different and listeners did not have to care which one
contained AM, FM, and MM-modulated partials. During this experiment, the AM and
FM modulating signals were in-phase, i.e. the maximum in amplitude coincided with the
maximum in frequency. An adaptive PEST method [16, 17] with the “yes — no” subjects’
task was used. The modulation index values were decreased after two correct responses
and increased by an apprioprate step after one incorrect response. Initially, the step size
was 6dB, but it was reduced to 0.5 dB after the first four reversals. A response feedback
was not provided. The threshold value of the AM index, in the presence of threshold
values 3 of the FM presented alone, was denoted mg, and similarly, the threshold value
of the FM index in the presence of threshold values m of the AM presented alone, was
denoted by (as. The values of mg and [y were defined as an average reversal level
occuring during 10 trials starting with the fourth reversal. Ten threshold estimates were
obtained for each observer under every condition.

In the experiment, the complex consisting of 5 components of 256 Hz as the funda-
mental frequency was presented via an Audiostatic ES 100 electrostatic loudspeaker and
a Pioneer A 400 X amplifier with the level according to the isophone of 60 phones. Five
male subjects with normal, good hearing participated in the experiment. All of them

— a low sideband of frequency f. — F};, and amplitude A

]

— a high sideband of frequency f. + F,, and amplitude A
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were experienced in psychoacoustic tests and were paid for their service. The subjects’
task was to answer the question: is the sound in the second interval the same as in the

first one or not?

3. Results

The results of the experiment are presented in Figs. 1 and 2. They show the threshold
values of mg and () obtained for a mixed modulation in comparison with the values
of m and /3 obtained under the same listening conditions but for the modulation of am-
plitude or frequency only. The standard deviations for these results did not exceed 10%
of the obtained values. It can be seen that the MM thresholds are different from those
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Fig. 1. Threshold values of the perception of amplitude modulation for the modulating frequencies:
a) 70 Hz, and b) 200 Hz. @M — amplitude modulation exposed separately, 4 — amplitude modulation
exposed with FM at its threshold values.
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of AM and FM. The amplitude modulation in the presence of the threshold values of
the FM perception has higher threshold values than the amplitude modulation without
simultaneous fast changes in the frequency (Fig.1). This takes place for both the modu-
lating frequencies, i.e. for 70 and 200 Hz. The perception of the frequency modulation in
the presence of the threshold values of the AM perception depends on the modulating
frequency (Fig.2). For modulating frequency of 200 Hz, the situation is similar to the
AM perception in the presence of the FM threshold (Fig. 1), while for modulating fre-
quency of 70 Hz the situation is completely different, i.e. the thresholds of the perception
of frequency changes in the presence of the threshold values of AM are higher than in
the case when only FM exists. Another interesting fact, which has been found in this
experiment, is that for the 70 Hz-amplitude modulation in the presence of frequency
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Fig. 2. Threshold values of the perception of frequency modulation for the modulating frequencies:
a) 70 Hz, and b) 200 Hz. B - frequency modulation exposed separately, ¢ — frequency modulation
exposed with AM at its threshold values.
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modulation the threshold values of m are approximately the same for the partials 2 to
5, while for the fundamental component the threshold of AM is three times lower. For
a modulating frequency of 200 Hz, the threshold values of m increase for higher compo-
nents however this increase is greater than for the case when only the AM perception
was measured.

For the 70 Hz-frequency modulation in the presence of an amplitude modulation,
the perceived values of 3 are smaller than the thresholds of perception when only FM
occured. These values are equal for all the investigated partials. For the modulating
frequency of 200 Hz, the threshold values of the FM perception are higher for a mixed
modulation in comparison to these when only FM exists alone.

The above mentioned facts suggest that for modulating frequencies equal to 70 and
200 Hz, an interaction between the modulations of amplitude and frequency exists, and
the perceptual mechanism for simultaneously changes in frequency and amplitude of
the modulated tones is complex. This is in agreement with CONINX suggestion 3, 4]
confirmed, for example by OzIMEK and SEK [15], and MOORE and SEK [14].

4. Spectral representation of the MM perception

In order to compare the obtained results, it was decided to express them as levels
of sound. This way of presentation allowed the authors to compare all the results refer-
ring to the MM perception suggested previously but obtained under different listening
conditions 3, 7, 8, 12, 14, 15]. Figures 3 and 4 show the thresholds of hearing for tones
that frequency corresponds to both the sidebands in the case of a multitone. They are
compared with the AM and FM thresholds obtained separately and the MM thresholds
for the conditions described in Sec.2. This way of presentation was used because for
roughness and, even more, for spectral regions of frequency modulation the human ear
behaves as a spectral analyzer; it is therefore a useful way of comparing all the results
obtained in the experiment. In those figures, LA and LF symbolize the levels of the
sound pressure which occur for one sideband (the lower or the higher one) as a result of
amplitude or frequency modulation presented alone; thus:

LA = Lgy+20logM/2 [dB SPL],  LF = Lgo + 20log |J;(3)| [dB SPL]. (4)

Leo are the values of the sound pressure levels which occur for 60 isophone for the
frequency f.—F,, and f.+F,,. LL and LH are the hearing threshold values resulting only
from masking phenomena (these are not absolute threshold values) which “normally”
could exist in this complex multitone, and LL is the level for a pure tone at frequencies
Je = Fm, and LH - for f. + F,, calculated in accordance with the following formula (1]

LL, LH = 20log [(ZA;”)U“] , (5)

where A; is the amplitude of the masked threshold produced by i-th component of a
5-harmonic complex and « = 0.8 is a typical value for the frequency domain when more
than one masker is present at the same time [10, 11].
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Fig. 3. Spectral representation of the perception of amplitude modulation in the presence of the
threshold values of frequency modulation and without FM for the modulating frequencies: a) 70 Hz,
and b) 200 Hz. @ — LML - level of the low sideband for MM, e — LMH - level of the high sideband

for MM, & - LA - level of sidebands for AM exposed separately, 0 — LL — masking threshold for

the frequency corresponding to the low sideband, ¢ — LH — masking threshold for the frequency
corresponding to the high sideband.

The levels of the low and high sidebands produced by mixed modulation were calcu-
lated as follows:

LML = Lg + 20log (A- IJl(ﬁ) (I_T)‘),
a (6)
LML = Lo+ 20log (A- IJl(ﬁ)- (1+%) )

It can be seen that the perception of mixed modulation changes in a different manner
for the two cases, i.e. when m = const or when 3 = const. In the case when both
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Fig. 4. Spectral representation of the perception of frequency modulation in the presence of the
threshold values of amplitude modulation and without AM for the modulating frequencies: a) 70 Hz
and b) 200 Hz. @ — LML - level of the low sideband for MM, e — LMH - level of the high sideband

for MM, A - LF - level of sidebands for FM exposed separately, O — LL — masking threshold for

the frequency corresponding to the low sideband, ¢ — LH — masking threshold for the frequency
corresponding to the high sideband.

kinds of modulation (AM and FM) are applied to a single component in the harmonic
complex and frequency modulation is presented at the threshold levels (Fig. 3), the levels
of the low sideband, resulting from mixed modulation, are lower than the thresholds
of hearing at the corresponding frequencies when all the 5-component complex is on.
Previous results [3, 5, 7, 15] indicated rather the opposite — the perception of AM,
FM and MM is based on the lower sideband and the higher one is masked by the
carrier. However, those results were obtained in experiments without masking and under
different hearing conditions different from those in our experiment. Our results show
that this kind of perception is based rather on the higher sidebands the levels of which
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exceed the thresholds of hearing (for a 70-Hz modulator) or are equal to them (for a
200 Hz modulation). For a 70 Hz modulating frequency, when the AM is presented at
the threshold of perception (Fig.4), the levels of low and high sidebands are below the
threshold of hearing for all partials which can suggest that in this case the summation of
partially roughnesses takes place as proposed by TERHARDT [20] and VOGEL [21, 22]. For
the modulating frequency of 200 Hz, the low sideband is higher than the corresponding
hearing threshold (resuiting from masking) only for the fundamental harmonic, and
equal for the 5-th one, but for the basic partial this low sideband does not play any role
because its level is lower than the absolute hearing threshold. This leads to the conclusion
that the low sideband resulting from mixed modulation does not play an important role
in the MM perception; this perception is based mostly on the high sideband caused by
the modulation process or on both the sidebands as a result of summation of partial
roughnesses.

5. Discussion

For the the modulating frequency of 70 Hz, there is a significant decrease in the AM
threshold for the 2-nd to 5-th partials in the presence of FM presented at the threshold of
detection. This may be caused by two factors. One of them is the masking phenomenon
according to which some components appearing in the middle of a multitone are masked
stronger than the lowest and highest partials [11] and therefore it is necessary to use
a higher level of sidebands caused by AM to produce an audible “roughness effect”.
Moreover, in all cases the sound level for the low sidebands does not exceed the threshold
of hearing calculated according to equation (5), which can suggest that the “roughness
effect” is based not only on the low sidebands existing in the spectrum. The main
argument supporting this effect may be a short-time amplitude spectrum evaluated
with a time window corresponding to the critical-band filters [20]. In the case like this,
two subthreshold values of different components, which can cause separate roughnesses,
should be added in one critical band to make an audible sensation. This fact is confirmed
for all partials in the experiment, if it can be assumed that both the lower and higher
sidebands are in one critical band. Secondly, in this case there is no specific pitch which
could help the listeners to recognize the MM process as a dissonance effect and for all
the partials a disturbing specific sound appears consisting of two additional components
in the spectrum which are nonharmonic to the other ones. Despite the levels of the
sidebands, we can still say that a partial roughness summation mechanism may exist
when the 70Hz sinusoid is used as an amplitude modulator. The third aspect, which
should be noticed here, is that the change of the excitation place appearing for the
70 Hz-modulation may play an important role in the MM-perception, especially when
the modulating signal contains only a clear sinusoid.

For the higher modulating frequency (200 Hz), the perceptual grouping mechanism [2]
plays the main role in the AM perception in the presence of FM for all the modulated
harmonics. For all partials, the threshold values of the modulation index increase for
the higher partials. For the first four harmonics, the level of the low sideband is lower
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than the hearing threshold which suggests that a summation mechanism of subthreshold
values may exist even for partials from different critical bands except for the 5-th partial
where the low sideband is higher than the hearing threshold for its frequency. For high
sidebands, the levels are equal to the hearing threshold values obtained on the basis of
the masking phenomena.

For a modulating frequency of 70Hz, and the FM perception in the presence of
AM presented with the threshold of perception, the levels of both the sidebands do not
exceed the hearing threshold values; this is the main difference between the AM and FM
perceptions found in this experiment. This means that when the frequency deviation is
smaller than the critical bandwidth, the human ear can also perceive temporal changes in
the sound level of the processed partials. Finally, it can be concluded that the perception
of “roughness” is based on both the sound spectra with sidebands produced by the
modulation process and on fast changes in the frequency of the modulated component.
However, a boundary which would clearly separate these two mechanisms has not been
defined precisely for MM-modulated tones.

For a modulating frequency of 200 Hz, the spectral model of hearing plays the decisive
role in the FM perception in the case of AM presented simultaneously. In the case of
modulated partials of the investigated harmonic complex, all the rules applying to the
masking phenomena have been confirmed by the obtained results, however, for higher
components the high sideband produced by mixed modulation plays the most important
role in the MM perception. Another phenomenon that can help listeners in the MM
detection is the perceptual grouping mechanism. According to this, for some of the
modulated partials MM can be perceived as an additional pitch occuring in multitones
which is usually out of tune of the fundamental frequency of the complex; this causes
two independent perceptual streams [2]. The summation of the next (or previous) partial
and the higher (or lower) sideband, respectively, takes place in one critical band, which
suggests that a specific pitch for that partial could be changed and, from the musical
point of view, this could be considered as a simple way to detect these simultaneous fast
changes in the amplitude and frequency of the modulated partials.

6. Conclusions

The results of this experiment have confirmed all the rules applying to the masking
process in the investigated multitones. On the basis of the sound spectra of investi-
gated complexes, it should be noticed that the higher sidebands are more important for
MM-perception than the lower ones. However, it can be said that two underthreshold
values of the lower and higher sideband levels may be added in some cases, even if the
products of the modulation process are spread widely in the frequency domain. Another
important rule refers to the summation of excitation: in most cases, for 70 Hz-modulation,
such a summation does exist allowing listeners to detect fast changes in the amplitudes
and frequencies of a single components in the harmonic complex.

This work was supported by the Polish Committee of Scientific Research, grant no.
7 T07 B 034 08.
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CYLINDRICAL WAVE DIFFRACTION BY AN ABSORBING STRIP

S. ASGHAR and TASAWAR HAYAT

Department of Mathematics,
Quaid-i-Azam University
(Islamabad, Pakistan)

A solution for the problem of diffraction of a cylindrical sound wave near an absorbing
strip introducing the Kutta-Joukowski condition is obtained. The two faces of the strip
have impedance boundary conditions. The problem which is solved is a mathematical
model for a noise barrier whose surface is treated with acoustically absorbing materials. It
is found that the field produced by the Kutta—Joukowski condition will be substantially in
excess of that in its absence when the source is near the edge.

1. Introduction

Much interest has been shown in recent years to the problem of noise reduction.
Unwanted noise from motorways, railways and airports can be shielded by a barrier which
intercepts the line of sight from the noise source to a receiver. To design and performance
of noise barriers, particularly, for the reduction of traffic noise, has received considerable
attention [1]. An effective way of reducing the noise is to use absorbing linings. Absorbing
linings have also been used on noise barriers to improve their efficiency. The rationale
for such a noise barrier design is given in RAWLINS [2].

In 1970, it was shown by Frowcs-WILLIAMS and HALL [3] that the aerodynamic
sound scattered by a sharp edge is proportional in intensity to the fifth power of the flow
velocity and inversely to the cube of the distance of the source from the edge. Thus, the
edge is likely to be the dominant sound source, especially when the source is very close
to the edge. Their findings were however based upon the assumption of a potential flow
near the sharp edge with velocity becoming infinite there. Instead of that if one wishes
to prescribe that the velocity is finite, there are two possible points of view. One way is
to abandon lighthill’s theory and use linearized Navier-Stoke’s equation with a source
term as employed by ALBLAS [4]. Before discussing the second option, it is better to
introduce the Kutta—Joukowski condition.

JonEs [5] adopted this approach and introduced the wake condition to examine to
effect of the Kutta—Joukowski condition at the edge of the half-plane. He calculated
the field scattered from & line source and observed that for the moving medium the
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imposition of the Kutta—Joukowski condition does not have much influence on the scat-
tered field away from the diffracting plane. Near the wake this condition produces a
much stronger field than elsewhere even when the source is not near the edge. Thus
the wave acts as a convenient transmission channel for carrying intense sound away
from the source. This problem was further extended to the point source excitation by
BALASUBRAMANYAM [6].

Keeping in view the importance of the Kutta—Joukowski condition, diffraction of a
cylindrical acoustic wave by an absorbing strip is considered in this paper. It is found
that the field produced by this condition (Kutta-Joukowski) will be substantially larger
than the field produced in its absence when the source is near the edge. The results
for rigid and soft strips can be obtained as special cases of this problem by taking the
absorbing parameter § = 0 and 3 = oo, respectively.

2. Formulation of the problem

We shall consider small amplitude sound waves diffracted by a strip. An absorbing
strip is assumed to occupy y = 0, —! < 2 < 0 as shown in the Fig. 1. The strip is assumed
to be of negligible thickness and satisfying absorbent boundary conditions [7]

P—unz =0, (2.1)

on both sides of its surface. Here p is the acoustic pressure of the surface, u, is the
normal component of the perturbation velocity at a point on the surface of the strip
and z is the acoustic impedance of the surface. We shall restrict our consideration to
a harmonic time dependence, with the time factor e=** (w is low angular frequency)
being suppressed throughout.

y‘r

absorbing
AAAAAAAA - oo
-l finite plane 0

Fig. 1.

The perturbation velocity u of the irrotational sound waves can be expressed in terms
of the total velocity potential ¢;(x, y) by u = grad ¢;. The resulting pressure in the sound
field is given by p = iwpo¢e(z,y), where g is the density of the initially undisturbed
ambient medium. The primary source is taken to be a line source which is located at the
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position (2o, %o), yo > 0. Thus, the wave equation satisfied by the total velocity potential
¢ in the presence of the line source is
92 a? 2
(5 + 3 +#) 8 = 8z = aw)dty - o, (2.2)
where k(= w/c) is the free space wave number and c is the speed of sound. For analytic
convenience k is assumed to be complex and has a small positive imaginary part.
The effect of the strip is described by the boundary conditions

a .
(3_y + zkﬁ) oz, 0%) (=l <z <0), (2.3)

where #(= goc/z) is the small absorbing parameter and for acoustic absorption Re (3) >
0. We remark that 3 = 0 corresponds to the rigid barier and 2 = co corresponds to the
pressure release barrier.

In order to satisfy the Kutta-Joukowski condition at the edge, JONES [5] introduced
a discontinuity in the field at 0 < x < oo and postulated the existence of a wake
condition. According to him, ¢, is discontinuous, while d¢;/dy remains continuous for
y =0, z > 0. With the same analysis as used by JONES [5], the boundary conditions
can thus be expressed as

3]
ey = @) @<l 2>0, y=0) (2.4)
and
¢t(z1 y+) - ¢t(ﬂ7, U_) = aeipﬂ: (l’ > 01 Yy = 0)1
(2, y") — de(z,y”) = ae™® (x<=l, y=0).

In Eq. (2.5), @ and p are constants. The constant yu is regarded as known and we shall
write

(2.5)

u=kcosdy, (2.6)

where 0 < Red; < m, Imv; > 0. While & has a positive imaginary part we shall take
0 < Re?; < 7 and Im1); > 0; eventually we shall be concerned primarily with the case
Red, =0, Imd; > 0. In Eq. (2.5), a can be determined by means of a Kutta—Joukowski
condition. We note that o = 0 corresponds to a no wake situation. It is appropriate to
split ¢; as

¢t($’y) - ¢0($1 y) =+ ¢(I: y)? (27)
where ¢p is the incident wave which accounts for the inhomogeneous source term and
¢ is the solution of the homogeneous wave Eq. (2.2) that corresponds to the diffracted
field. Thus ¢o and ¢ satisfy the following equations

32 32 2
('59:—2 M ) po(2,y) = 8(z —20)d(y — vo), (2.8)
A ;
(; 2 ;;.2 +k2) ¢(z,y) = 0. (2.9)

In addition we insist that ¢ represents an outward travelling wave as r = /22 + y? = oo
and satisfies the normal edge condition at the boundary discontinuity [8].
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3. Solution of the problem

We define the Fourier transform pair by

1 7 .
E[@S(ﬂ?,y)eiuzdl',

T .
(z,y) = ﬁ_] B,y dv,

I

E(Vsy)o
(3.1)1

where v is a complex variable. In order to accomodate three part boundary conditions
on y =0, we split ¢(v,y) as

b(v,y) =y (1Y) + e o_(v,y) + 61 (v, y), (3.1)2

where

il 1 i '

¢4 (v,y) = \/—g—wﬂfﬂwyy)ewzdm,

=)

P = L iv(z+l)

d)_(u,y) o \/2—7?—[ ¢(:c,y)e d:L',
and

0
- 1 g
51(m0) = = [ dapeieda.
i

In Eq. (3.1)s, ¢, is regular for Inv > —~Imk, ¢_ is regular for Inv < Imk and &, (v, y)
is an integral function and is therefore analytic in ~Imk < Imv < Imk. For this we
recall that k is complex and ¢ represents an outward travelling wave. The solution of
Eq. (2.8) can be written in a straight forward manner as

-1 1/2
do(x,y) = EH(SI) (k [(x = 20)* + (¥ — v0)?] . ) 5
1 e—»‘ill(;l‘*wu)'%i(kg_l’g)‘/2|y'y0|
= — dv. 3.2
4m [ VEk2 =12 Y (32)
—00
Making change of variables
xg = ro cos g, Yo = o sindyg (0 <9 < ),

in Eq. (3.2) and letting ro —+ oo, we obtain using the asymptotic form for the Hankel
function

¢0 = be—ik(z cos Ug+y sin 190}’ (33)
where

-1 B
i(kro—m/4) 4
B 44 T k?‘o 5 i (3 )
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and Vg is the angle measured from the z-axis. Now taking the Fourier transform of
Eq. (2.9), we obtain

(55+2°) B =0, (35

where 7 = vk — 12 and the v-plane is cut such that Im~ > 0. The solution of Eq. (3.5)
which satisfies the radiation condition is

o Awem (y>0),
d(v,y) = { M) (y <0). (3.6)
Transforming the boundary conditions (2.3) to (2.5), we have
1 (v,0%) = Fik3, (v, 0%) F ikB(v,0) — Fo(1,0), (3.7)

e (v,0%) = B (1,07) = F.(v,0), (3.8)
= T -y — i
¢’+(‘V1 0 ) ¢+(U1 0 ) \/2—71_(1} i #) i (39)
= T _y _  —iae™
d)_(v,O ) (f)_(V,O ) - \/2—“_(”_“)5

where ' denotes differentiation with respect to y. From Egs. (3.1)2, (3.6) and (3.8), we
can write

G, (1,0) + 3 (v,0)e™™! + 3, (v, 0%)
= 1y [$+(V: 0+) +$-(V7 0+)e_iyt + 51(”1 O+)] ’
8,(1,0) + 3_ (1,0 + 8, (1,07)
= —iy [¢,(,07) + o_(v, 07)e ™ +6,(v,07)],
After elimina,tinggl(u, 0%) from (3.7); and (3.10),, 5‘1(:/, 07) from Eqgs. (3.7)2 and (3.10),
and adding the resulting expressions, we arive at

. (1,0) + ¢_ (1, 0)e ™ — iy N (v) 1 (v,0)
<5 —i(v—p)l
) o (( 1 2 ) (3.11)

(3.10)

wer \(v+u)  (v—p)
where kg J
N¥)=1+ F Ji(v,0) = 5 [6,(¥,0%) = ¢, (v,07)].

In a similar way by eliminating ,(v,0%") from Egs.(3.7); and (3.10)1, ¢, (»,07) from
(3.7)2 and (3.10)2, and subtracting the resulting equations, we obtain

N(v)Ji(v,0)
kB

= 50('/1 0) %+

5+(V1 0+) + 5_(”’, 0+)e—iut e

i 1 e~ iv—ni

o4 , 3.12
24/2r (v+p  v—p (3.12)
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where
Ji(v,0) =

LV

[3:0,0%) = 31 ,07).
From Egs. (3.3) and (3.11), we have

84 (1,0) + 3 (»,0)e™ — iyN(v).1i(v,0)
+a7N(v>{ 1 e—ffv—mf] akﬁ[ 1 e—i(v—p):]

02r lvtpu  v—p | 2mlvip  v-up
—kbsindg

T V27 (v — k cos )

For the solution of Eq. (3.13), we make the following factorizations

[1 _ e—ilv—kcos au)l]_ (3.13)

v=(k+ )2k - v)"? = K, (v)K_(v), (3.14)

and
N(v) = Ny(v)N_(v), (3.15)

where N (v) and K (v) are regular for Im» > —Imk and N_(v), and K_(v) are regular
for Im v < Im k. The factorization (3.15) has been discussed by NOBLE [9, p. 164] and is
directly quoted here as

Moo= 1 ? (kY = 1) o1 (w fR). (3.16)
Thus, substitution of Egs. (3.14) and (3.15) in Eq. (3.13) yields

6, (1,0) + ¢_(v,0)e™ + S, (v)S_(v)J1 (v,0)
Sy (v)S_(v) 1 e—ilv—p)l akB 1 e—ilv—p)l
2/2r vtp  v—p ]_2\/2_1r v+p  v—p ]
v —kbsindg
"~ V2r(v — ksind

In Eq. (3.17), S4(v) [= K4 (v)N4(v)] is regular for Imv > —Imk and S_(v) [= K_(v)
N_(v)] is regular for Inv < Imk. The unknown functions $+(u,0) and 3_ (»,0) in
Eq. (3.17) have been determined using the procedure discussed by NOBLE [9, p. 166] and
are given by

: [1 o e—i(v—kcosﬂo)i]. (3.17)

7.010) = T2 (S, (6L 0) + TIS ()C1)
v (i Rl R ] 19
3 (,0) = % (S—(V)Ga(=v) + T(=v)S_(¥)Cs) .
v (o ™ e+ )
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In Egs. (3.18),
Si(v) = VE+vNe(v), S_(v) = ™2y —kN_(v),
_ S4(k)
C = L= T2(k)SZ(R)] [G2(k) + G1(k)T (k) S+(k)],
_ S
C: = e Tz(k)S?,_(k)] [Gl (k) + GZ(k)T(k)S-i-(k)] ’
_ —iSy(w)Se(k) :
Cs = ToTagosz ey TSR -],
1 1 1 ikl cos 99
Gilp) = v — kcosdy [S.,.(u) a S+(kcosq90] ~ Ru(p)e o=, (3.19)
el (U) — 1 [ 1 _ 1 ]eiklcusﬂo =B (v)
: v+kcosd | Sy (v)  Sy(—kcosdp) 2
_ E_[W_i{—i(k =+ kcosdp)l} — W_,{—i(k+ v)l}]
Ria(v) = 2mi(v F kcosg)
T(v) = 2—111_—2,E_1W_1{—-i(k+y)l},
E—-l s 2\/ieikl—3i1rf4’
W_i(m) = I (%) em/z(m)_3/4W—1/4,—1/4(m)1
[m = —i(k + v)l and W; ; is a Whittaker function].
Now from Egs. (3.1) and (3.6), we obtain
Ai(v) — As(v) = e ™ [$_(1,0") — $_(1,07)] B
+ ‘_El(yw 0+) i ;51(‘40_)] + [34_(1/, 0+) = ¢+(U,0_)] 1 (3 20)

+ [$+(V|0+) -$+(u, 0_)] + [6‘_(1},0“') -25'_(,,, 0—)] e-iu:}_ _

Using Eqgs. (3.8) and (3.9) in Egs. (3.20) and then adding and subtracting the resulting
expressions we get

)+ 4a0) = {[3,0:09) - F0,07)

i 1 e~ iv—mll J! (v, 0)
A(v) = = +Ji(p,0) + 22122 3.21)
) = = [~ S| w0 :
—ia 1 e“'(”"‘)’] Ji(v,0)
As(v) = ~ =gy, 0) + 2%, 3.22
2(”) 2\/5;1_- [V+ﬂ v—p 1( ) iy ( )
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Substituting the values of J; (v, 0) and J] (v, 0) from Egs. (3.11) and (3.12) into Egs. (3.21)
and (3.22), we obtain

M) =5 |- e_,,“:_:”] e S[7 0+ 50
A )
3 % [@(v, 0%) +B_ (1,0 )e™ — Fo(1,0)
s —i(v 1
BT .

— [e%% 1 e—i(v—p)[ }]
= .0) + -

Bolv,0) + 5 ,_%{Hp u_u
ikf

507 4B 0

i 1 —i(v—p)l
- - . 3.24
AVETS {V +u B }} W

Nw)~1+0(B), ikB/N(v)=O0(B),
and assert that (k3/v) is very small provided that |v/k| is not too near 1. This can be
justified under small absorbing parameters 3 and low frequency of the acoustic wave.
Thus using this Egs. (3.16), (3.23) and (3.24) gives

Ni(v) = 1:Fﬁ

¥ 1 /= = vl (3'25)
AW) = ) = (34,0) + 3 (1,00 ~ 531, 0))..
Note that in writing Eqs. (3.25), we have retained the terms of order O(3/v) and ne-

glected the terms of O(k3/7).
Substitution of Eqs. (3.3) and (3.18) in Eq. (3.25), yields

‘We note that

A = —Ay(v) = kbsindg { Selw) =i - S+(_y)e—i{U—kcosﬂo)1}
1w =—A; V2riy(v — kcosdg) | S+(kcosdo) Sy (—kcosdp)
kbsindg

e \[2;17 {S-I-(V)T(V)Cl — S-{—(V)Rl (I/)eikt ¢ 0o

+ S+(—V)R2(—U)e"iu‘ + CzT("V)SAi_(—‘y)e—"Uf}

a 1 L"”‘ - S, (v) e‘i”‘S+(—u)]
" 2\/2—7?i7{kﬁ [Vﬂt " u—V] S+ ) [(Vﬂt) LT

Cs
# Tt )[T(V)S+(U)+e W (—v)S4(— )]} (3.26)
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Now putting the values of A,(v) in Eq.(3.6) and taking inverse Fourier transform the
field #(z,y) can be written as

¢($,y) = ¢*P(2,y) + ¢int(I5y)a (327)

where

kb sin dg i S (v)etrv—ive
Sep (. ) —
#= (@) 2m fi’y(v—kcosﬂg)8+(kcosﬂg)dy
_ kbsindg /' g-iv—keoadlig (_ 3 ghri—iva
2 iy(v — kcosdg)S4(—k cosdp) v

—o0

a 71 s e ) 7 St(v)
+4W[kﬁfiv{V+ﬂ+u—v}_%S+(m/ﬁ{u+n

eS8, (-v)

e }:lei7y“”mdu, (3.28)
. kbsindg [ 1 :
int . ikl cos g
¢ (@ y) = —— [ = [S.,.(U)Rl(u)e

— Sy (—V)Ry(-v)e™™ = 84 ()T (v)C1 = T(~v)Sy (~v)e™™! 02] siu=ive g,

0 = i ! =iy iyy—ivz
* 47r(c;c_iﬂ)/ i [T()S4+(v) + e™T(—v)Sy(—v)] e **du. (3.29)

In order to solve the integrals appearing in Egs. (3.28) and (3.29), we put = rcos?,
y = rsin ¥ and deform the contour by the transformation v = —k cos(9+:£), (0 < 9 < m,
—oc < £ < 00). Hence after using Eqs. (2.6) and (3.4), we have for large kr
sop ieik(f‘+f'o) i 2
¢ (27,3,') - 471"6((:0519-{-COS'!?())(TT(])I/2f1(_ COos )
ikl cos ¥
+ e | Bt/ : T o }
2(2mkr)1/2 (cost¥; —cos?d)  (cosdd; + cosd)

—ir/4 wll ikl cos 9 ;
4 € Si(kcosdy) {(.S'+( kcos?) 4 ¢ S+(kC0519)}]e:kr, (3.30)

k costl; — cos) (cos v + cosd)
- ieik(‘?'-i-f'o) i p aei(kr+1r/4} i P g
o™ (2,y) = sz(— cos?) + Wfa(— cosJ). (3.31)

In Egs. (3.30) and (3.31)

e ikl(cos ¥+cos ¥p)
fi(—kcos¥) = —sindg [5+( k cos ) e S4 (kcosd)e ],

Sy (k cosdp) S+(—k cosvp)
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fa(—kcosd) = sin?d [S+(—k cos¥) Ry (—k cos 9)e’k! cos 9o
— S4(kcos9) Rz (k cos )t cos?
— S84 (=kcos9)T(—kcos?)Cy — Sy (kcos?)T (k cost)Cae'* °°‘“9],

Cs

- Tostid) e (k + kcosd,)

[T(—k cos)Sy (—kcos1)
+ 9P (L cos9) S, (k cos 19)] :

From Egs. (3.27), (3.30) and (3.31), we obtain

i oik(r+10) L
il = ie o fi(—kcos)
47 (rro)1/2k | (cos? + cosvp)
aei(kr+1r/4) 1 piklcos?
* 2(2nkr)l/2 [B { (cosdy — cosd) i (cos¥; + cosd) } +a(~keoad)
_iS4(kcosdy) [ Si(—kcosd) | etteos?g, (kcosd) }
k (cosd; — cos?) (costy + cosd)

+ kfa(—k cos 19)]

(3.32)

In the limit » — 0, Eq. (3.32) shows that

ikru k
oz, y) ~ 2r!/? [_Efm {fl(—-kcosﬂ) + Efz(—-kcosﬂ)}
iaein/‘lk ikl cos
S i {ﬁ (1 4 FrFem®)
o w (S+(—kc0319) 4 eiktcosﬂs_i_(k COS{?)) + fs(—kzcos'?) }] ,

where we have neglected the terms which are constant and O(r). Therefore, the velocity
will remain bounded at the edge if and only if the co-efficient of r'/2 vanishes. Hence
the Kutta-Joukowski condition requires that

gikro—3im/4

a= ng(—kcosﬂ), (3.33)

where
Gi(—kcosd) = {fl(—kcosﬂ) + gfz(—kcosﬂ)} {6‘(1 it cond)

_ iS4 (kcosdh) f3(—kcos19)}_1.

- (S4+(~kcosd) + e S, (kcosv)) +

2
Using Eq. (3.33) in Eq. (3.32) the far field is given by

d=¢, +d,, (3.34)
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where ¢, denotes that part of ¢ that arises when there is no wake and ¢,,, the part that
arises when there is a wake. They are explicitly given by

jeik(r+ro)
Py = ng(—kcosﬂ), (3.35)
jeik(r+ro)
Ow = 4ﬁ(rm)1f2kgg(-kcos19). 530
In Eqgs. (3.35) and (3.36)
fi(—kcosd)

Ga(—kcosd) = [

(cosd + cosy) + kf-;(——kcosﬂ)] '

Gs(—kcosd) = —G; (—kcos?) [fg(—k cos 1)

1 eiktcosﬁ
g { (cos vy — cosd) + (cos ¥y + cos?) }
iS4 (kcosty) [ Sy(—kcosd) et cs?S, (kcosd)
k (cos; — cosd) (cos1; + cosd) ’

4. Conclusion

We have solved a new diffraction problem using a method invented by Jones. As far
as we know, this is the first new problem to be solved by this method. We also note from
Egs. (3.30) and (3.31) that ¢°P consists of two parts each representing the diffracted
field produced by the edges at = 0 and 2 = —I respectively, as though the other edges
were absent while ¢'™ gives the interaction of one edge upon the other. Further, from
Eq.(3.34), it is observed that the field caused by the Kutta—Joukowski condition will be
substantially in excess of that in its absence when the source is near the edge. The results
for no wake situation can be obtained by taking a = 0. Finally, the results correspond
to the rigid barrier if we put 3 = 0 in Eq. (3.34). Thus the consideration of absorbing
strip with wake presents a more generalized model in the theory of diffraction.
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A theoretical study is made of the propagation properties of a suspension of viscous
liquid droplets in a fluid medium with low viscosity. The droplets are of the form of
oblate ellipsoids; the values of the material, structure and compositions parameters of the
suspension are that of human blood. From the presented results of the analysis it can be
seen that the propagation velocity and attenuation of ultrasound strongly depend on the
blood composition, mechanical properties of the blood components as well as the ultrasonic
frequency.

1. Introduction

In many areas of research and in engineering application are of interest the effective
dynamic properties of some types of suspensions and emulsions. These properties are
related to the acoustic (ultrasonic) wave velocities and attenuation (propagation param-
eters) in the materials being of interest and their structure. Therefore, some dynamic
properties and structure parameters of suspensions and emulsions can be estimated on
the basis of ultrasonic measurements. For ultrasonic waves to be used for this purpose,
it is necessary to establish the factors which influence ultrasonic propagation in these
inhomogeneous media and to relate the measurable ultrasonic propagation parameters
as well as effective dynamic elastic constants of the media to the physical properties
of medium components, their concentrations, size and shape. There are a variety of
theoretical formulations that describe ultrasonic propagation in heterogeneous media.
These differ from one another by the mathematical approaches used in their deriva-
tion and their underlying physical assumptions. However, analytical studies on the wave
propagation through such composite materials, if they are closely related to the wave
scattering theory, do not achieve formulae explicitly expressing the propagation proper-
ties in terms of physical properties of the constituents of the medium considered and its
structure. Even in the best situation such analytical studies often lead to more or less
complicated systems of algebraic equations for complex quantities which, although they
have perfectly clear physical meanings, can not in general be calculated analytically from
these equations. Consequently, results obtained in the form of the equation systems are
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not as satisfactory as could be hoped for; nevertheless they are of value because they
can be thought of as supplying an algorithm for a numerical estimate of the propagation
properties of the inhomogeneous material. Such a situation is presented in this paper
where ultrasonic scattering was considered in the long-wavelength approximation and
the BERRYMAN’S [1] self-consistent method of estimating effective dynamic elastic con-

stants was used to identify the factors which influence ultrasonic propagation properties
of blood.

2. Theoretical preliminaries

In the mathematical development which follows, it has been assumed:

1. That the effective propagation properties of blood can be deduced, in the long-
wavelength approximation, from the Navier-Stokes equation of motion for a homogene-
ous isotropic viscous liquid called the equivalent homogeneous liquid.

2. That the dynamic properties of the equivalent liquid can be characterized by the
effective dynamic material parameters: the density o*, and viscosities n* (the dynamic
viscosity) and £* (the “second viscosity”).

According to the two-phase model, blood may be regarded as an isotropic suspension
consisting of the plasma liquid with low viscosity, in which are dispersed inclusions in
the form of oblate ellipsoids (red cells) with random orientation made of a liquid with
high viscosity. Throughout the paper, the effective material parameters of the suspension
(blood) as a whole are labelled by the asteriks. Similarly, all the abbreviations with the
sub- or superscripts f and p denote quantities referred to the isotropic suspending and
suspended material, respectively. Finally, the sub- or superscripts s denote quantities
referred to an isotropic solid material.

Due to the presence of acoustic field in the blood there exists a displacement field,
which can be expressed as

= 71—-v56i°”t, (2.1)
w
where w is the angular ultrasonic frequency and v} is a complex quantity.
Then the velocity v* and the acoustic pressure, Ap*, is given by

v =viet  Apt= 5K*divv*, (2.2)

where K* is the effective bulk modulus (adiabatic compressibility). If the above rela-
tions are applied to the description of the ultrasonic wave propagation in blood being
represented by the homogeneous equivalent liquid, the equation of motion for blood
(Navier—Stokes equation) will then become

—v* = (k;) " 2graddivv* + (k})"2(Av* — graddivv®), (2.3)

where
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The second viscosity £ occurs as an effect of the internal degrees of freedom which are
absent in the case under consideration. Thus, we put

£=0. (2.5)

At this point we turn our attention to the similarity of the equations of motion
which describe the wave propagation in a homogeneous viscous Newtonian liquid (f, p)
and isotropic solid (s). All these equations are subtantially identical in appearance, being
obtained from Eqs. (2.1)—(2.4) after inserting £ = 0 and replacing each of the asterisks
by the superscripts f, p and s, respectively.

On taking into account the known relation

2
K =M+ Eus (2.6)
and after extending it formally to the phases %, f and p, Egs.(2.4) arrive us at the
following relations:

M =Ki— %iwnj, W= dwn, i ==, f,p,8, (2.7)

where K°, X\* and p® are the bulk modulus (adiabatic compressibility) and Lamé con-
stants, respectively, u® being the shear modulus.

The material parameters p*, K* and p* determine the propagation properties of
the suspension (blood) for the plane ultrasonic waves propagating and being polarized
along the directions of the reference axes Oxz;, j = 1,2, 3 of the macroscopic Cartesian
coordinate system. In this case

1

* . A S *(b
U=y o =—wZ', (2.8)
Lk A
0
Z* = * 3 (2'9)
(Fﬁ)
where
4 .
TG = T i gur il = (2.10)
e = irsp for i# . (2.11)

v}; and o}; denote the propagation velocity and amplitude attenuation coefficient, re-
spectively, of the plane wave propagating in the direction of the axis Oz; and being
polarized in the direction of the axis Oz;. Throughout the paper, the real and imagi-
nary parts of complex quantities are denoted by the subscripts (a) and (b), respectively.
Therefore, the problem considered in the paper consists in establishing the dependence
of the quantities o*, K* and u* on of, K/, u/, o?, KP, P, w and some structure param-
eters. In other words, this problem consists in predicting the propagation parameters of
the suspension on the base of knowledge of the dynamic properties of the suspension
components and some parameters of its structure.
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Evidently, if the hyphothesis of the possibility of finding the homogeneous equivalent
medium is reasonable and the effective response of the medium is a plane attenuated

wave with propagation parameters vj; and aj;, then

i = Ba-2, ;Y =28z, (2.12)
aX.
B = (U:j)2g*(1+z,2)—2! P (f) 'u;‘j. (2.13)

Formulae (2.12) and (2.13) enable the effective complex moduli I of the suspension to
be determined from the measurements of the macroscopic parameters of the ultrasonic
wave propagation, v; and aj;, in the medium under examination.

In contrast to the simplicity of the above macroscopic relationships, which suggest
the experimental assessment of the structure and frequency dependences of the prop-
agation and material parameters of two-phase media, theoretical attempts of finding
these dependences always involve problems of great complexity. The dynamics of the
multi-phase media with non-spherical inclusions is so complicated that, for a wide range
of the volume concentrations c of the inclusions, we would be content with performing
a computational analysis of the problem of the propagation of ultrasonic waves in such
media. The computational investigations, some results of which are presented in the next
section of this paper, enable us to establish the desired dependences. To perform such
numerical analysis we make use of the self-consistent approach proposed by BERRYMAN
[1]. It should perhaps be noticed here that in Ref. [1] the self-consistent approach is pre-
sented in a generalized form to be applicable also for materials with complex material
parameters.

BERRYMAN [1] arrived at an algorithm for computational investigation of N-phase
media with ellipsoidal inclusions, with all the phase materials being characterized, in gen-
eral, by complex Hooke’s (stiffness) tensors. Of course, NV is a natural number. Adopting
Berryman’s concept to the two-phase media in the form of suspensions with ellipsoidal
inclusions, will achieve the below given algorithm, which is employed in our computa-
tional analysis. The adopting is possible due to the above mentioned similarity of the
equations of motion which describe the wave propagation in the homogeneous viscous
Newtonian liquid (f, p) and any isotropic solid (s). As it was stressed, all these equations
are subtantially identical in appearance.

The numerical results of these calculations are presented in the next section. For
making clear the physical meaning of the numerical results, it seems to be reasonable to
point out shortly the adopting of the BERRYMAN’S [1] concept to the two-phase suspen-
sions under considerations. For this purpose, consider a sphere of the volume V occupied
by the suspending fluid f in which are dispersed numerous ellipsoidal inclusions made of
the liquid p with very high viscosity as compared with that of fluid f. The ellipsoids are
assumed to be randomly oriented. The volume concentrations of the both phases are ny
and ny, respectively. The sphere, in turn, is imbedded in a homogeneous liquid whose
acoustic properties may be varied freely in a controlled manner. The imbedding liquid
and the liquids ny, and n, are assumed to be immiscible in each other. If the elastic and
propagation constants of the suspension are identical to those of the imbedding liquid,
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there is no scattering from the composite sphere. Then we can say that the imbedding
liquid is identical to the effective (homogeneous equivalent) liquid, say, the liquid of type
*, which is to be determined. Now, continuing the thought experiment, replace the true
composite sphere with a sphere composed of the matrix (suspending) liquid of type *
and of ellipsoidal inclusions of both type-f and type-p material in the same relative
proportion as in the original suspension. Then, if the frequency is sufficiently small en-
abling the multiple scattering to be neglected to the lowest order of approximation, the
equations for the effective material parameters o*, K* and u* can be derived from the
condition:

<u(x); >* =0. (2.14)

< u(x)¥ >* denotes the ensemble average of the of the displacement field fluctuation,
u(x)i, given by

u(x)! = u(x); — u(x)g. (2.15)
u(x)§ denotes displacement field scattered by a single scatterer, u(x)§ denote the incident
field. The left-hand side of Eq. (2.14) denotes the net scattered displacement field due to
the scattering in the above described suspension with the self-consistently determined
matrix liquid of type-*. Relation (2.14) states that the self-consistent effective medium is
determined by requiring the net scattered, long-wavelength displacement field to vanish
on the average. To calculate u(x); in the single scattering approximation we must first
perform the summation of the scattering effects over all the single scatterers which are
present in the bulk sample of the composite. This summation and averaging lead to
the following relations, enabling us to calculate numerically the effective material and
propapagation parameters of the two-phase composite under study:

npKPP*? + n;KIP*/

K* = 2.16
npP*? + nyP*f . ( )

i = TR G (2.17)
np@Q*? +nyQ* ’

The formulae for P* and Q* are listed in the Appendix of [1]. These formulae are not
rewritten here.

3. Numerical results

Numerical calculations were performed for frequencies f = 4, 8, 12 and 16 Mc/sec.
The following values were taken for the material parameters of the emulsion under
analysis:

g _ ) =

Kf = ﬁm“ Pa, KP = 54%—110“ Pa, nf =1810"%Poise. (3.2)

Some results of the numerical calculations are presented in Figs. 1-3. These results
visualize how the propagation velocities and attenuation coefficients of the ultrasonic



408 J. LEWANDOWSKI

dilatation and shear modes depend on the dynamic viscosity of the ellipsoidal inclusions
and the frequency of an ultrasonic mode. The calculalations were carried out for oblate
(a = b > ¢) spheroids under the assumption that the shape of each inclusion in the
suspension under examination is to be characterized by the same value of the shape
factor Z = a/c = 3.2, independently of the inclusion size and orientation. a, b and
c denote the principal axes of a spheroid. The shape factor is here a measure of the
oblateness of an oblate pore.
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Fig. 1.

Figure 1 presents the dependency of the amplitude attenuation of the dilatation
mode on the frequency and n?. In Fig. 2, the propagation velocities of dilatation and
shear modes are denoted by Cd and C's, respectively. Similarly, in Fig.3 the amplitude
attenuation of dilatation and shear modes are denoted by AT's and AT'd. The general
tendency of the attenuation is to increase as frequency and n? increase.

Although all the results presented above have been obtained under the assumption
that the long-wavelength condition enables the single-scattering approximation to be
used and that the non-spherical inclusions are randomly oriented in a macroscopic vol-
ume occupied by the suspension, it can be stated that the results show that the BERRY-
MAN’S [1] self-consistent method of estimating the effective dynamic elastic constants,
if is applied to estimating the overall dynamical properties of the suspension, leads to
rather strong dependence of the overall dynamic properties of the two-phase liquid on
its composition, mechanical properties of the components as well as on the ultrasonic
frequency.
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Measurements of the absorption coefficient, a/ f2, of aqueous solutions of a-cyclodextrin
with alkylpyridinium bromides CnHan41CsH4NBr or alkyltrimethylammonium bromides
CnH2n+1N(CH3)3Br (n = 8, 10, 12), were carried out at 15, 25, 35 and 45°C in the con-
centration range 0.01 M to 0.04 M and frequency range 1 MHz to 150 MHz. The occurrence
of two ultrasonic relaxation processes has been noted. The obtained results have been
compared with data published previously for sodium alkyl sulfates.

1. Introduction

Different molecules or their moieties can penetrate a cavity of the cyclodextrin
molecule forming an inclusion complex [1, 2]. This process is caused by driving forces of
several kinds, among which the hydrophobic interaction plays an important role [2-6).
Many aqueous systems containing cyclodextrins and surfactants were investigated from
the hydrophobic interaction point of view [7-25].

In a work [25] published formerly, the results of ultrasonic investigations of aqueous
solutions of a-cyclodextrin (a-CD) with sodium alkyl sulfates were presented. In this
work the presentation of ultrasonic investigations of other surfactants, alkylpyridinium
and alkyltrimethyl-ammonium bromides is continued. The surfactants have anionic polar
heads (in comparison to the cationic ones of sodium alkyl sulfates) of different dimen-
sions.

The manner of making measurements and calculations is similar to that presented
formerly [25].
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2. Experimental part

Measurements of the absorption coefficient, a/f?, in aqueous solutions of a-CD
with alkylpyridinium bromides C,,Hay+1 CsH4NBr or alkyltrimethylammonium bromides
CnH2n+1N(CH3)3Br (n = 8, 10, 12) were performed in the frequency range 1 MHz to
150 MHz at 15, 25, 35 and 45°C and at the concentration of 0.04 M of each of the com-
ponents. At 25°C the measurements were also made for 0.01, 0.02 and 0.03 M equimolar
solutions.

As previously the resonator and pulse methods were applied for the measurements
[25].

The additional measurements of the speed of sound and the density for these solutions
were also made. They are needed for further calculations [25]. The speed of sound was
measured applying the resonator method [26-28]. The measurements of the density were
performed by means of a MG-2 densimeter (Ecolab, Poland) which works on the principle
of a U-shaped tube oscillator.

The parameters of the theoretical equations

81 ) A,‘

AP Dy mi &
B f/frz

o= Zum'l‘*'(f/fm (2)

were adjusted to the measured values of absorption by means of nonlinear regression.
The adjusted parameters are: the relaxation frequency, f.;, the relaxation amplitude,
A;, the contribution to the sound absorption from any other processes that may occur
at higher frequencies beyond the frequency range measured, B, and the maximum of the
excess absorption per wavelength, f,i. f is the measured frequency, « is the ultrasonic
absorption, i = (a — Bf?)] is the excess absorption per wavelength A (A = ¢/f, ¢ is the
speed of sound), ! is the number of relaxation processes (I = 1 or 2 in our case). The
relation between A; and pm; is as follows: pmi = fridi(c/2).

3. Results and discussion

The results of the measurements are presented in Tables 1-6.

Representative plots of the dependence of the excess sound absorption per wave-
length, u, on frequency, f, for several investigated systems are shown in Figs. 1-6.

The values of the parameters of Eqgs. (1) and (2) are shown in Tables 7 and 8.

The occurrence of two relaxation processes for the surfactants with the decyl and
dodecyl hydrocarbon chains should be noticed, while one relaxation process has been
found for the octyl chain. This result is similar to that for aqueous systems of a-CD with
the sodium alkyl sulfate [25]. The values of the B parameter are slightly greater then the
absorption coefficient o/ f2 for pure water at corresponding temperatures. This can be
caused by a greater viscosity of the liquid systems under test than that of water. This



Table 1. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with octylpyridinium bromide.

temperature concentration
15°C 25°C 35°c | 45°C | ooiM | oo2M | o0sM
concentration 0.04 M temperature 25°C
f absorption a/f? [10715s?m~1]
[MHz]
1.00 44.4 87.3 24.8 20.1 24.4 26.5 30.9
1.55 40.7 34.5 26.1 20.5 24.8 27.7 30.5
2.04 41.6 35.6 26.9 20.0 24.6 27.1 32.3
3.08 412 33.7 25.1 21.2 25.1 27.2 31.2
3.57 42.1 34.2 25.8 20.5 24.8 26.8 31.2
4.60 41.0 35.0 24.8 20.5 24.6 27.4 30.7
5.58 41.1 33.9 25.2 20.2 24.6 26.8 31.6
6.32 41.2 34.9 25.5 20.5 25.0 27.0 30.9
7.06 39.9 34.6 25.2 20.3 24.7 27.0 31.2
8.50 40.7 33.8 25.7 202 24.8 26.6 30.4
9.35 40.3 33.5 25.0 19.9 24.7 27.1 30.7
10.00 40.4 33.4 24.7 19.7 24.7 26.5 30.5
15.00 38.7 325 23.9 19.0 24.3 26.2 29.3
20.00 37.4 31.2 23.4 18.9 24.3 25.8 28.8
30.00 35.3 20.4 21.6 17.4 23.9 25.0 27.3
40.00 33.4 28.1 20.7 16.5 23.5 24.5 26.2
50.00 32.5 27.3 19.7 15.8 23.5 24.1 25.7
60.00 32.0 26.6 19.4 15.4 23.3 23.9 25.2
70.00 31.6 26.3 19.0 15.1 23.2 23.7 24.9
80.00 31.3 26.0 18.7 14.9 23.2 23.6 24.8
90.00 31.1 26.0 18.7 14.7 23.2 23.5 24.6
100.00 30.9 25.7 18.5 14.6 23.1 23.5 24.5
110.00 30.8 25.6 18.4 145 23.1 23.4 24.4
120.00 30.7 25.6 18.3 144 23.1 23.4 24.4
130.00 30.6 25.5 18.3 14.3 23.1 23.4 24.3
140.00 30.6 25.5 18.2 14.3 23.1 23.3 24.3
150.00 30.5 25.4 18.2 14.3 23.1 23.3 24.2
speed of sound [m/s]
1481.3 [ 1511.8 | 1531.8 I 1550.6 | 15005 | 15043 | 1508.0
density [kg/m?]
10100 | 10061 | 1002.3 | 9982 | 99003 | 10016 | 10039

[413]



Table 2. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with decylpyridinium bromide.

temperature concentration
1°c [ 25°c | ss°C | 4°c | oM [ oo2m | o0sm
concentration 0.04 M temperature 25°C
f absorption a/f? [10~1%52m~]
[MHz]
1.00 59.6 52.1 35.7 39.3 20.6 37.9 424
1.55 63.6 52.6 45.0 34.2 28.2 35.4 44.2
2.05 63.9 50.1 41.2 35.6 29.6 37.3 43.0
3.08 54.7 49.6 38.9 35.0 28.3 36.9 40.8
3.55 55.7 48.3 30.7 33.4 28.6 35.5 41.2
4.36 53.4 46.4 37.8 32.6 27.6 34.0 39.2
5.61 50.0 44.1 35.8 31.3 27.1 33.3 37.4
6.31 49.1 42.6 35.2 30.8 26.5 32.8 36.4
7.09 47.2 41.0 33.6 20.2 26.7 31.8 36.0
8.50 45.4 39.5 31.8 28.1 26.2 30.6 34.0
9.25 44.4 38.8 314 27.3 26.0 30.2 33.3
10.00 44.1 38.2 30.7 26.4 25.9 20.9 33.1
15.00 0.3 34.4 27.1 23.2 25.2 28.4 30.5
20.00 38.9 32.6 25.1 21.1 24.6 27.3 20.2
30.00 36.2 30.2 22.8 18.9 24.2 26.2 27.4
40.00 34.6 28.6 21.2 17.5 23.8 25.2 26.4
50.00 33.5 97.7 20.4 16.6 23.5 24.8 25.8
60.00 32.7 26.9 19.7 16.0 23.4 24.4 25.3
70.00 32.3 26.5 19.2 15.6 23.3 24.2 24.9
80.00 31.9 26.1 18.9 15.3 23.2 24.0 24.7
90.00 31.6 25.9 18.7 15.1 23.1 23.9 24.5
100.00 31.5 25.7 18.5 14.9 23.1 23.8 24.4
110.00 31.2 25.6 18.3 14.8 23.1 23.7 24.3
120.00 31.2 25.4 18.2 14.7 23.0 23.6 24.2
130.00 311 25.4 18.1 14.6 23.0 23.6 24.2
140.00 31.0 25.3 18.1 14.6 23.0 23.6 24.1
150.00 30.9 25.2 18.0 145 23.0 23.5 24.1
speed of sound [m/s]
1481.4 ] 1511.9 | 1532.0 ] 1550.8 J 15006 | 15044 | 1508.2
density [kg/m?)
10113 | 10076 | 10035 | 9994 | 9998 | 10023 | 10049

[414]



Table 3. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with dodecylpyridinium bromide.

temperature concentration
15°C 25°C 35°C | 45°C | 0.01M | oo2m | 0.03M
concentration 0.04 M temperature 25°C
f absorption a/f? [10-19s2m™1)
[MHz]
1.00 66.2 78.8 56.9 54.1 29.9 42.8 54.0
1.55 76.0 69.2 53.6 50.5 34.0 425 55.7
2.05 734 66.3 58.8 52.0 32.5 45.0 56.7
3.08 69.6 65.5 55.4 50.3 315 42.0, 52.2
3.55 69.4 63.2 54.5 48.8 31.6 414 52.4
4.36 65.4 61.3 51.4 48.3 315 39.7 50.2
5.61 61.1 55.8 48.2 45.1 30.3 38.5 47.6
6.31 58.3 54.7 46.3 435 29.9 37.5 45.6
7.0 57.2 52.2 44.9 421 20.4 36.4 44.4
8.50 53.1 48.8 41.1 38.7 28.5 34.9 416
9.25 51.6 471 39.6 37.6 28.4 34.3 40.5
10.00 50.5 45.5 38.4 35.9 28.0 33.5 39.6
15.00 44.2 39.1 31.8 29.6 26.6 30.5 34.5
20.00 413 35.7 28.1 25.4 25.9 20.1 31.9
30.00 37.8 31.9 24.5 21.2 25.0 27.2 29.1
40.00 35.7 30.0 22.5 19.1 24.5 26.2 27.7
50.00 34.4 28.7 21.2 17.9 24.1 25.5 26.7
60.00 33.4 27.8 20.4 17.0 23.9 25.0 26.1
70.00 32.9 27.2 19.8 16.5 23.7 24.7 25.6
80.00 32.4 26.8 19.4 16.0 23.6 24.5 25.3
90.00 32.0 26.4 19.1 15.7 23.5 24.3 25.1
100.00 31.9 26.2 18.9 15.5 23.4 24.2 24.9
110.00 31.6 26.0 18.7 15.3 23.4 24.0 24.7
120.00 315 25.9 18.6 - 15.1 23.3 24.0 24.6
130.00 31.4 25.7 18.4 15.0 23.3 23.9 24.5
140.00 31.3 25.7 18.3 14.9 23.3 23.8 24.5
150.00 31.2 25.5 18.3 14.8 23.3 23.8 24.4
speed of sound [m/s]
122 | 15123 ] 15324 | 15516 | 15006 | 15045 | 1508.4
density [kg/m?]
10134 | 10006 | 10053 | 10014 | 1000.2 | 10033 | 10065

[415]



Table 4. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with octyltrimethylammonium bromide.

temperature concentration
15°C 258G | 38°C | #°c | ooim | 002M [ o03m
concentration 0.04 M temperature 25°C
f absorption a/f? [10715s2m~1]
[MHz]
1.00 40.7 32.1 26.3 22.1 23.6 26.5 30.5
1.55 40.9 33.5 24.8 19.8 25.0 27.0 31.4
2.04 41.8 34.3 24.0 20.4 24.8 28.1 31.2
3.08 40.0 33.5 24.3 20.6 24.8 27.1 31.0
3.57 425 335 24.8 20.3 245 26.8 30.8
4.60 40.5 33.0 24.9 20.3 24.8 26.9 30.8
5.58 42.0 33.5 23.9 20.3 24.9 26.8 31.4
6.32 40.7 33.0 245 19.7 24.8 27.2 30.6
7.06 40.9 33.0 24.8 20.2 24.6 26.8 30.3
8.50 40.4 32.7 24.6 20.3 24.6 26.7 30.3
9.35 40.2 32.9 24.1 20.0 24.6 26.6 30.2
10.00 39.9 32.4 23.9 19.9 24.6 26.9 20.9
15.00 38.9 31.5 23.2 19.3 24.2 26.0 29.3
20.00 37.1 30.4 22.4 18.6 24.3 25.6 28.5
30.00 35.0 28.6 20.9 174 23.8 24.8 27.2
40.00 33.4 27.1 19.8 16.4 23.6 24.2 26.2
50.00 32.4 26.4 19.1 15.8 23.4 23.9 25.5
60.00 31.7 25.8 185 15.2 23.2 23.7 25.2
70.00 31.4 25.3 18.3 15.0 23.2 23.5 24.9
80.00 31.0 25.1 17.9 14.7 23.1 23.4 24.6
90.00 30.8 25.0 17.8 14.5 23.1 23.3 24.5
100.00 30.7 24.8 17.7 144 23.0 23.3 24.4
110.00 30.5 24.7 17.5 14.3 23.0 23.2 24.3
120.00 30.4 24.6 17.5 14.3 23.0 23.2 24.3
130.00 30.4 245 174 14.1 23.0 23.2 24.2
140.00 30.3 24.5 17.3 14.1 23.0 23.1 24.2
150.00 30.2 24.4 17.3 14.1 23.0 23.1 24.1
speed of sound [m/s]
1481.2 ] 1511.7 | 15318 | 15316 | 15504 | 15043 | 1507.9
density [kg/m3)
1009.7 | 1005.8 | 10019 | 9979 [ 9992 | 10014 | 10036
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Table 5. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with decyltrimethylammonium bromide.

temperature concentration
15°C 25°C ss°c | 4s°C 001M | 002M | 0.03M
concentration 0.04 M temperature 25°C
b absorption «/f? [1071% s?2m~1]
[MHz]
1.00 63.6 52.0 38.8 36.8 27.3 36.7 44.0
1.55 59.5 52.0 40.5 34.5 20.1 37.6 43.7
2.05 60.0 50.4 40.8 34.9 29.3 36.0 42.4
3.08 57.1 49.4 38.7 33.5 28.1 35.6 417
3.55 54.2 46.7 38.4 33.5 27.9 35.0 40.6
4.36 52.7 46.1 36.0 324 27.2 34.6 39.2
5.61 49.2 43.3 34.3 30.6 27.4 32.6 37.4
6.31 48.4 42.1 33.9 30.3 26.8 32.3 36.1
7.09 46.5 41.2 32.7 28.9 26.5 31.9 35.8
8.50 45.0 38.8 30.8 27.6 26.2 31.0 34.2
9.25 44.0 38.2 30.1 26.6 26.0 30.6 33.5
10.00 433 37.5 29.4 26.0 25.9 30.1 33.0
15.00 39.9 34.2 26.0 22.5 25.3 28.3 30.8
20.00 38.5 32.6 24.4 20.8 24.9 27.5 20.4
30.00 36.0 30.2 22.1 18.5 24.3 26.2 27.7
40.00 34.4 28.7 20.7 17.3 23.9 25.4 26.7
50.00 33.3 27.8 19.8 16.4 23.7 24.9 26.0
60.00 32.7 27.0 19.2 15.8 23.5 24.6 25.5
70.00 32.1 26.6 18.9 15.4 23.4 24.3 25.2
80.00 31.8 26.2 18.5 15.1 23.3 24.1 24.9
90.00 315 26.0 18.3 14.9 23.3 24.0 24.7
100.00 313 25.8 18.1 14.7 23.2 23.9 24.6
110.00 31.1 25.7 18.0 14.6 23.2 23.8 24.5
120.00 311 25.6 17.9 14.5 23.2 23.7 24.5
130.00 31.0 25.4 17.8 144 23.1 23.7 24.4
140.00 30.9 25.4 17.8 14.3 23.1 23.7 24.3
150.00 30.8 25.3 17.7 14.3 23.1 23.6 24.3
speed of sound [m/s]
1481.2 ] 1511.8 | 1532.0 l 1550.7 | 15005 | 15044 | 1508.1
density [kg/m3]
1011.1 | 1007.5 | 10033 | 9992 | 999.7 | 10023 | 10049
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Table 6. Ultrasound absorption, speed of sound and density for aqueous solutions of a-cyclodextrin
with dodecyltrimethylammonium bromide.

temperature concentration
15°C 25°C | 35°C | 45°C | 0.1M | 0.02M | 0.03M
concentration 0.04 M temperature 25°C
f absorption a/f? [10-19s?m~1]
[MHz]
1.00 73.8 71.6 60.6 52.4 33.6 415 59.4
1.55 778 65.7 60.4 50.4 35.0 45.0 55.8
2.05 76.3 66.6 57.7 53.6 35.1 43.7 56.1
3.08 70.4 64.7 55.2 50.4 33.7 43.6 53.0
3.55 68.8 62.3 55.2 48.5 33.4 42.0 52.0
4.36 64.9 59.4 52.6 47.0 32.6 40.5 49.0
5.61 60.8 54.6 48.3 43.0 311 38.5 46.1
6.31 58.0 53.5 46.8 425 30.8 37.8 447
7.09 55.8 50.8 44.7 40.3 30.2 36.3 42.7
8.50 52.4 47.2 41.1 37.3 20.3 34.5 40.3
9.25 50.6 46.0 40.0 35.5 28.8 33.9 39.0
10.00 49.8 4.5 38.2 34.4 28.4 33.3 38.0
15.00 44.2 38.2 31.9 27.8 26.9 30.3 33.8
20.00 41.3 35.1 28.3 24.1 26.0 28.7 31.6
30.00 38.1 31.6 24.6 20.6 25.1 27.1 29.2
40.00 36.1 29.9 22.6 18.7 24.5 26.1 27.8
50.00 34.9 28.6 21.4 174 24.1 25.4 26.9
60.00 34.0 27.8 20.6 16.8 23.9 25.1 26.3
70.00 33.4 27.2 20.1 16.2 23.7 24.7 25.8
80.00 33.0 26.8 19.6 15.8 23.6 24.5 25.5
90.00 32.7 26.4 19.3 15.5 23.5 24.4 25.3
100.00 324 26.2 19.1 15.3 23.4 24.3 25.1
110.00 32.2 26.0 18.9 15.1 23.3 24.1 25.0
120.00 32.1 25.9 18.7 15.0 23.3 24.0 24.8
130.00 31.9 25.7 18.6 14.9 23.2 24.0 24.8
140.00 31.8 25.6 18.5 14.8 23.2 23.9 24.7
150.00 31.8 25.6 18.4 14.7 23.2 23.9 24.6
speed of sound [m/s]
14821 | 15123 | 1532.3 ] 15515 | 15006 | 15045 | 1508.4
density [kg/m?]
10134 | 1009.5 | 10052 | 10013 | 10001 | 1003.3 | 1006.4
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Fig. 1. Plot of the excess sound absorption per wavelength, u, vs. frequency, f, for the aqueous
solution of a-cyclodextrin and octylpyridinium bromide. Temperature: 25°C, concentration: 0.04 M.
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Fig. 2. Plot of the excess sound absorption per wavelength, u, vs. frequency, f, for the aqueous
solution of a-cyclodextrin and decylpyridinium bromide. Temperature: 25°C, concentration: 0.04 M.
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Fig. 3. Plot of the excess sound absorption per wavelength, i, vs. frequency, f, for the aqueous
solution of a-cyclodextrin and dodecylpyridinium bromide. Temperature: 25°C, concentration: 0.04 M.
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Fig. 4. Plot of the excess sound absorption per wavelength, p, vs. frequency, f, for the aqueous solution
of a-cyclodextrin and octyltrimethylammonium bromide. Temperature: 25°C, concentration: 0.04 M.
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Fig. 5. Plot of the excess sound absorption per wavelength, u, vs. frequency, f, for the aqueous solution
of a-cyclodextrin and decyltrimethylammonium bromide. Temperature: 25°C, concentration: 0.04 M.
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Fig. 6. Plot of the excess sound absorption per wavelength, u, vs. frequency, f, for the aqueous
solution of a-cyclodextrin and dodecyltrimethylammonium bromide. Temperature: 25°C,

concentration: 0.04 M.
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Table 7. Relaxation parameters for aqueous solutions of a-cyclodextrin with alkylpyridinium bromides
at different temperatures and concentrations.

t c fr1 Ay 1035 | gy - 108 fr2 A2 1015 | pma-10% | B-1015
°c] | M] | [MHz] | [s?m™!] [MHz] | [s?2m™}) [s2m™1]
octylpyridinium bromide
15 0.04 25.7 11.5 219 30.2
25 0.04 27.0 9.55 195 25.1
35 0.04 28.9 7.82 173 17.9
45 0.04 31.4 6.61 161 14.0
25 0.03 27.0 7.32 149 24.0
25 0.02 26.8 4.03 81.2 23.2
25 0.01 27.9 1.84 38.6 23.0

decylpyridinium bromide

15 0.04 31.1 9.94 229 4.7 24.2 84.1 30.5
25 0.04 33.0 8.38 209 6.0 20.4 92.7 24.8
35 0.04 35.3 7.06 191 7.6 17.5 102 17.6
45 0.04 37.2 5.72 165 8.8 16.3 111 14.1
25 0.03 32.8 5.66 140 6.0 15.2 68.9 23.8
25 0.02 34.0 4.26 109 5.9 10.7 47.4 23.3
25 0.01 32.6 1.95 47.7 5.8 4.62 20.1 22.9

dodecylpyridinium bromide

15 0.04 36.2 9.28 249 6.5 37.4 180 30.6
25 0.04 38.4 7.68 223 7.4 37.9 212 25.0
35 0.04 40.7 6.54 204 8.3 35.4 225 17.7
45 0.04 42.8 5.33 177 10.0 33.6 261 14.3
25 0.03 38.1 5.67 163 7.7 27.4 159 24.0
25 0.02 37.1 4.51 126 7.3 17.0 93.4 23.5
25 0.01 37.3 2.40 67.2 7.4 7.74 43.0 23.1

fact indicates that above 150 MHz there are no special relaxation processes which could
be connected with the presence of a-CD and the surfactant in the aqueous solution.
Within the limits of the experimental error (=& £5%) a linear dependence of y.,; on
concentration C' and an independence of f,; of concentration were found.
These features indicate that the origin of the relaxation is a first-order or a pseudo-
first-order processes

k1
A A, (3)

k21
where A; and A, denote two stages of the inclusion complex, k2 and ks; are the rate
constants of the direct and opposite reactions, respectively.
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Table 8. Relaxation parameters for aqueous solutions of a-cyclodextrin with alkyltrimethylammonium
bromides at different temperatures and concentrations.

t 'o; fr1 Ap-1015 | g 106 fr2 A3 +10%5 | pm2-108 | B-10'3
[°C] | [M] | [MHeg] [s?m~1] [MHz] | [s’m™}] [s?m~—1]

octyltrimethylammonium bromide

15 0.04 26.3 11.6 226 29.9
25 0.04 27.9 9.53 201 24.1
35 0.04 30.1 7.81 180 17.0
45 0.04 32.0 6.69 166 13.8
25 0.03 27.8 7.01 147 23.9
25 0.02 27.2 4.02 82.2 23.0
25 0.01 28.5 1.88 40.3 22.9

decyltrimethylammonium bromide

15 0.04 31.8 9.43 222 4.6 24.2 82.4 30.4
25 0.04 34.0 8.09 208 5.9 20.0 89.4 24.9
35 0.04 35.7 6.47 177 7.3 17.5 98.0 17.3
45 0.04 384 5.51 164 8.6 16.3 109 13.9
25 0.03 32.8 5.86 145 5.7 15.2 65.3 24.0
25 0.02 34.4 4.29 111 6.1 9.89 45.4 23.4
25 0.01 33.0 2.07 51.2 5.7 4.23 18.1 23.0

dodecyltrimethylammonium bromide

15 0.04 36.5 9.09 246 5.8 39.6 170 31.2
25 0.04 39.1 7.61 225 7.0 37.4 198 25.0
35 0.04 41.1 6.48 204 8.1 36.3 225 17.9
45 0.04 43.3 5.30 177 8.9 34.2 236 14.2
25 0.03 38.9 5.96 175 6.6 27.5 137 24.2
25 0.02 39.1 4.05 119 6.9 18.2 94.4 23.6
25 0.01 40.1 2.51 75.4 6.8 9.78 49.9 23.0

For this kind of relaxation processes, the following kinetic and thermodynamic for-
mulas can be derived [29-31].
The relaxation frequency, f,, can be expressed as
1 kT AST ~AHE

o z—ﬂ_kzl(l +K)=grexp| —= |exp | —pm (1+K), (4)

where K is the equilibrium constant for reaction (3) (K = ki2/k21), L\Sgé1 and AHZ, are
the activation entropy and activation enthaply for the opposite reaction, respectively. T'
is the absolute temperature. R, k and h are the gas, Boltzmann and Planck constants,
respectively.
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The function (4) is a linear one in the In(f,/T) and (1/7') coordinates with the slope

_AH;, K AH°

Y=""R "1+K R 5)
and the intercept
k AST,
by =1In (ﬁ) - R2‘ : (6)

when the relationship between the equilibrium constant K and the reaction enthalpy
AHO,

dinK  AH° 7
d(1/T) — R’ .
is applied.
The maximum excess attenuation per wavelength, i, is given by
_m AVE K
Hm =28 RT A+ KR2C (8)

where 3 is the adiabatic compressibility, AVs is the isentropic change of volume which
accompanies the transition from the state A; to the state Ay, C is the total molar
concentration.

In the In(uy,BT) and (1/T) coordinates, the plot of equation (8) is a straight line

with the slope
_AH° K -1

TR K+1 ©
and the intercept
T AV2
= = . 10
by =In ( 5 R C‘) (10)

After combining equations (4), (5) and (9), one can get a formula from that K can
be calculated:

1 K
= exp [— (a +—a ):| (1+ K), (11)
kT (AS;) TR
—— exp
2rh

where the values of ay, a, and AS7; can be determined from the ultrasonic measure-
ments.

From the mentioned formulas, the values of ASZ;, K, AH®, AHZ’E1 and ky; can be
calculated. Subsequently, the values of other kinetic and thermodynamic parameters can
be established according to the formulas:

the rate constant of direct reaction

k12 = .K'kgl 3 (12)
the free enthalpy of activation of the opposite reaction

AGE, = AHY, - TASE,, (13)
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the free enthalpy of the reaction (3)

AG® = -RTIn K, (14)
the entropy of this reaction
AH® — AG®
Yt vl (15)
T
the enthalpy of activation of the direct reaction
AHT, = AH® + AHE; (16)

the entropy of activation of this reaction

AST; = AS® + AST, (17)
the free enthalpy of activation of the direct reaction

AGT, = AG® + AGYE, . (18)

The modulus of the molar volume change, which accompanies reaction (3), can be cal-
culated from a transformation of equation (8)
2RTB (1+ K)? pm]"?

|[AVs| = —TETETT A (19)

The thermodynamic and kinetic parameters of the high- and low-frequency processes
are presented in Tables 9-12.

Table 9. Kinetic and thermodynamic parameters of the high-frequency relaxation process for aqueous
solutions of a-cyclodextrin with alkylpyridinium bromides CnHzp41CsHsNBr at 25°C.

n| af by | ay bu | (pm/C)-10% | K103 | AGO AHC AS° k12-1075
K™Y K1) [m?/mole] [kJ/mole] | [kJ /mole] | [J/(mole-K)] | [s7!]

8| —309.1(12.46 | 901.4 | —27.42 4.76 5.87 12.7 —7.58 —68.2 9.90

10| —256.5(12.48 | 922.3 | —27.43 5.07 3.68 13.9 —1.73 —~72.5 7.60

12(—211.3|12.48| 951.6 | —27.46 5.67 3.57 14.0 -7.97 —-73.6 8.58
AGY, | aHL asl,  |kn-10-%| AGEL | AHE Asp |Avs|

| (kJ /mole] | [kJ/mole] | [J/(mole-K)]| [s7!] |[kJ/mole]|[kJ/mole]|[J/(mole-K)]|[cm3/mole]
38.8 —4.97 —147 1.69 26.1 2.61 —78.7 23.7
39.4 —5.59 —-151 2.07 25.5 2.13 —78.5 30.8
39.2 —6.18 —152 2.40 25.2 1.79 —78.5 33.0

The high-frequency relaxation process in the liquid systems under test is connected
with the exchange of water molecules in the hydratation shell of the a-CD molecule [32,
33], just as for the a-CD + sodium alkyl sulfate aqueous solutions [25]. This conclusion
results from the similarity of the ultrasonic, kinetic and thermodynamic parameters of
this relaxation process for systems with and without surfactants [34].
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Table 10. Kinetic and thermodynamic parameters of the high-frequency relaxation process for aqueous
solutions of a-cyclodextrin with alkyltrimethylammonium bromides CnHzn41(CH3z)aNBr at 25°C.

n| af by | ap by | (um/C)-10% | K.10%| AGP AHO AS° k12-1073
K™Y K1 [m?/mole] [kJ /mole] | [kJ /mole] | [J/(mole-K)] | [s7}]
8|—311.5[12.50|891.7 | —27.35|  4.83 556 | 129 -7.50 —68.3 9.69
10| -265.1|12.54| 907.5 [ -27.41| 5.3 440 | 135 ~7.61 -70.6 9.36
12(—212.3{12.50| 932.1 | -27.39|  5.80 3.00 | 144 ~7.80 —74.4 7.35
AGY, | AHE ASh,  |ka-1078| AGE, | AH] ASh |Avs|
[kJ/mole] | [kJ /mole] | [J/(mole-K)]| [s™1] |[kJ/mole] | [kJ/mole] | [J/(mole - K)] | [cm?/mole]
38.9 —4.87 ~147 1.74 26.0 2.63 1.3 24.6
38.9 ~5.38 ~149 2.13 25.5 2.24 -78.0 28.4
39.5 —6.01 ~153 2.45 25.1 1.79 —78.8 36.4

Table 11. Kinetic and thermodynamic parameters of the low-frequency relaxation process for aqueous
solutions of a-cyclodextrin with alkylpyridinium bromides CnHan41CsHsNBr at 25°C.

n| af by ay by (um /C)-108 | K AGP AHC ASO k12+10-7
K1Y K- [m3/mole] [kJ /mole] | [kJ/mole] | [J/(mole-K)] | [s7?]
10| —1617 | 15.33 | —924.7 | —22.04 2.31 244 -7.92 —8.35 —-1.43 3.62
12| —1004|13.49| —1136 | —2053| 518 |47.7| -958 | -9.85 ~0.90 4.55
AGT, | AHT, Asf,  |ka-107%| AGE, | AHL AST |AVs|
[kJ/mole] | [kJ/mole] | [J/(mole-K)]| [s7!] |[kJ/mole] |[kI/mole]|[J/(mole+K)]|[cm?*/mole]
29.9 13.1 —56.2 14.8 37.8 21.5 —54.8 6.5
20.3 8.15 —71.0 9.55 38.9 18.0 —70.1 13.3

Table 12. Kinetic and thermodynamic parameters of the low-frequency relaxation process for aqueous
solutions of a-cyclodextrin with alkyltrimethylammonium bromides CnHzn41(CH3)3NBr at 25°C.

n| a; | b; | au b |(um/C)108] K | AG® AHO AS®  |kyz1077
K1) [K-1 [m3/mole] [kJ /mole] | [kJ/mole] | [J/(mole-K)] | [s7!]
10 (—1626 | 15.33 | —913.7 | —22.10 2.21 23.8| -—7.86 —8.62 —1.36 3.56
12| -1022 |13.47 | —1096 | —20.72 4.81 429| -9.32 —-9.55 —-0.77 4.30
Ach | amrg ASE  |kn-107%| AGE | AHL ASE |AVs|
[kJ /mole] | [kJ/mole] | [J/(mole-K)] | [s] |[kJ/mole] | [kJ/mole] | [J/(mole - K)] | [cm?/mole]
29.9 13.2 —56.1 15.0 37.8 21.4 —54.8 6.3
29.5 8.28 —-71.0 10.0 38.8 17.8 ~70.3 12.1

The origin of the low-frequency relaxation process is the penetration of the hydropho-
bic alkyl chain of the surfactant into the cavity of a-CD [26]. The rate constant ki> and
the equilibrium constant K increase when the alkyl chain becomes longer (i.e. when n
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increases). These facts reflect a deeper penetration of the longer (and more hydrophobic)
hydrocarbon chain into the hydrophobic cavity of a-CD. For the short octyl chains (hav-
ing rather weak hydrophobicity), this kind of penetration does not take place, thus there
is no low-frequency relaxation process in the aqueous solutions of a-CD with octylpyri-
dinium bromide or octyltrimethylammonium bromide. These conclusions are similar to
those for sodium alkyl sulfates [26].

Taking into account the results for sodium alkyl sulfates, and presented in this work,
for alkylpyridinium bromides and alkyltrimethylammonium bromides, one can notice
that the occurrence of the low-frequency relaxation process does not depend on the
structure of the polar head of the surfactant and on its electric character (cationic or
anionic). This can be the evidence of a diminutive influence of interactions between the
polar head of the surfactant with the a-CD molecule on above described penetration.
Nevertheless, this influence exists since ultrasonic, kinetic and thermodynamic parame-
ters have slightly different values for those three groups of the surfactants.

References

[1] M.L. BENDER and M. KomivyaMa, Cyclodextrin chemistry, Springer-Verlag, Berlin 1978.
[2] J. SzeyTLI, Cyclodeztrins and their inclusion complezes, Akademiai Kiado, Budapest 1982.
[3] M.KoMiyAMA and M.L. BENDER, J. Am. Chem. Soc., 100, 2259 (1978).

[4] W. SAENGER, Angew. Chem., 19, 344 (1980).

[5] W. SAENGER, Inclusion compounds, Vol.2, Academic Press, London 1984.

[6] C. TaNFORD, The hydrophobic effect. Formation of micelles and biological membranes, 2-nd ed.,
John Wiley and Sons, New York 1980.

[7] N. Funasaki, H. Yopo and S. NEYA, Bull. Chem. Soc. Jpn., 65, 1323 (1992).

[8] V.T. Liveri, G. CAVALLARO, G. GIAMMONA, G. PITTARRESI, G. PucLisi and C. VENTUNA, Ther-
mochim. Acta, 199, 125 (1992).

[9] D.J. JoBE, R.E. VERRAL, R. PALEPU and V.C. REINSBOROUGH, J. Phys. Chem., 92, 3582 (1988).
[10] R. PaLEPU and V.C. REINSBOROUGH, Can.J. Chem., 67, 1550 (1989).
[11] R. PaLepU, J.E. RICHARDSON and V.C. REINSBOROUGH, Langmuir, 5, 218 (1989).
[12] J.W. PARK and K.H. PARK, J. Inclusion Phenom. Mol. Recognit. Chem., 17, 277 (1994).
[13] T. TomiNAGA, D. HacHITSU and M. KAMADO, Langmuir, 10, 4676 (1994).
[14] E. JuNQUERA, J.G. BENITO, L. PENA and E. AIRCART, J. Colloid. Interface Sci., 163, 355 (1994).
[15] E. JuNQUERA, G. TARDAJOS and E. AIRCART, Langmuir, 9, 1213 (1993).
[16] D.J. JoBE, R.E. VERRAL, E. JUNQUERA and E. AIRCART, J. Phys. Chem., 98, 10814 (1994).
[17] K.J. Sasak1, S.D. CHRISTIAN and E.E. TUCKER, J. Colloid. Interface Sci., 134, 412 (1990).

[18] W.M.Z. waN Junus, J. TAYLOR, D.M. BLOOR, D.G. HALL and E.J. WyN-JoNES, J. Phys. Chem.,
96, 899 (1992).

[19] Y.-B. Ji1aNG and X.-J. WANG, Appl. Spectrosc., 48, 1428 (1994).

[20] U.R. DHARMAWARDANA, S.D. CHRISTIAN, E.E. Tucker, R.W. TAYLOR and J.F. SCAMEHORN,
Langmuir, 9, 2258 (1993).

[21] D. JezEQUEL, A. MAYAFFRE and P. LETELLIERA, Can.J. Chem., 69, 1865 (1991).



428 A. BALCERZAK, R.PLOWIEC and A. JUSZKIEWICZ

[22] A. HErsEY, B.H. RoBiNsoN and H.C. KELLY, J. Chem. Soc. Faraday Trans., 182, 1271 (1986).
[23] B.M. Fung, W. Guo and S.D. CHRISTIAN, Langmuir, 8, 446 (1992).

[24] E.S. AMaN, D. SERVE, J. Colloid. Interface Sci., 183, 365 (1990).

[25] A. JuszkiEwICz and A. BALCERZAK, Archives of Acoustics, 21, 431 (1996).

[26] F. EGGERs and T. FUNCK, Rev. Sci. Instrum., 44, 969 (1973).

[27] F. EcGERs, T. Funck and K.H. RICHMANN, Rev. Sci. Instrum., 47, 361 (1976).

[28] A. LABHARDT and G. SCHWARZ, Berichte der Bunsen-Gesellschaft, 80, 83 (1976).

[29] J. LaMB, Physical acoustics, W.P. MASON [Ed.], Academic Press, New York 1965, Vol.II, Part A,
Chapter 4.

[30] C.C. CHEN and S. PETRUCCI, J. Phys. Chem., 86, 2601 (1982).

[31] L.J. RobRIGUEZ, E.M. EYRING and S. PETRUCCH, J. Phys. Chem., 93, 6356 (1989).

(32] D.J. JoBE, R.E. VERRALL, E. JUNQUERA and E. AIRCART, J. Phys. Chem., 97, 1243 (1993).
[33] S. Karo, H. NomURA and Y. MIYARA, J. Phys. Chem., 89, 5417 (1985).

[34] A. Juszkiewicz and A. BALCERZAK, Archives of Acoustics, 18, 447 (1993).



ARCHIVES OF ACOUSTICS
23, 3, 429-442 (1998)

MATHEMATICAL MODELLING OF AN ULTRASONIC FLOWMETER PRIMARY DEVICE
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(44-100 Gliwice, ul. Akademicka 16)

The role of the primary device of an ultrasonic flowmeter is described. The author
proposed a classification of the ultrasonic flowmeter primary devices based on: 1) the
principle of operation of the flowmeter sensor, 2) the method of obtaining information
about the measured quantity from the flow phenomenon, 3) the kind of heads (inserted in
the pipe wall and clamped-on), 4) the number of ultrasonic paths and their configurations.
Mathematical models of flowmeter primary devices with a point velocity measurement
are calculated (for laminar and turbulent flow). Also the model for an average velocity
measurement over the surface of the ultrasonic transducer inserted in flow area is given.
The next models are derived for a primary device with average velocity measurements
over a single segment (most frequently in pipe diameter) or over a few segments (in the
multi-path ultrasonic flowmeter primary device).

1. Introduction

Ultrasounds are of great importance in flow measurements. Flow-rate measurements
are employed in industry, in water supply systems, as well as in medicine [1, 3, 6, 10,
15, 16, 18, 20]. They are used to determine the blood flow-rate in blood vessels by
means of a Doppler ultrasonic flowmeter [7] and the flow-rate of water in large rivers
by means of a transit-time ultrasonic flowmeter [10, 18, 19]. There are many kinds of
ultrasonic flowmeters in which different constructions of the primary devices are used
(11, 22, 27]. They are used in measurements of liquid flow-rates (in most cases) and also
in measurements of gas flow-rates [1, 4].

The main purpose of the mathematical modelling of a flowmeter primary device (12,
17] is to describe the flow phenomenon under various conditions in order to reproduce
a measuring value (measurand), and to estimate the total error for a real flowmeter
under rated operating conditions [22]. The primary device of an ultrasonic flowmeter
consists of a meter tube and heads (with probes and transducers) as shown in Fig. 2.
The most commonly used devices for the ultrasonic transducers (emitters and receivers)
are piezoelectric sensing elements (ultrasonic sensors). The greatest influence on the
mathematical model of the flowmeter has the primary device because the measured
quantity is converted in it into a signal that can be detected by a secondary device
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(measuring transmitter). The modelling of the ultrasonic flowmeter primary device under
conditions which differ from the rated operating ones is more difficult [22]. It is possible
to choose a kind of an ultrasonic flowmeter for concrete conditions [21] on the ground
of a mathematical model of the flowmeter primary device. The mathematical model
enables us to use some flowmeters without experimental calibration [9, 22]. The greatest
influence on the model of the flowmeter primary device has the velocity distribution
shape, although the shape of the ultrasonic beam [16, 20] influences the primary device
model. The modelling of the velocity distribution changes (with flow changes and changes
of the conditions of the measurement) enables a correction of the systematic error [24].
The volume flow-rate is estimated in many cases in virtue of the velocity measurement
at a defined place (or places) of the stream. In this case, a place (places) must be found
in that the measured value is representative for the whole cross-sectional area of the
conduit (pipe or open channel).

2. Importance of the primary device in the flow-rate measurement with an ultrasonic
flowmeter

The flow phenomenon is a space-time one and the measurement can be usually treated
as a static measurement in the presence of fluctuations of the measured quantity (mea-
surand). The velocity vector in a turbulent flow shows fluctuations of about 30% of the
average value; the flowmeter measures the average velocity on the grounds of many single
measurements. The scheme of the flow-rate measurement is shown in Fig. 1.

TQ RQ
EP > PD ) SD >

F(V)
lMQ

Fig. 1. Scheme of the flow-rate measurement: FP - flow phenomenon, PD - primary device,
SD - secondary device (measuring transmitter), F(V) — flowmeter (velocitymeter), MQ — measured
quantity (measurand), TQ - taken quantity, RQ — reproduced quantity (result of measurement).

The flow phenomenon induces the state of the fluid as well as the state of flow. The
fluid can be transparent or nontransparent for ultrasonic beam, it can be homogenous
or can contain gas bubbles (solid particles). This determines the kind of the ultrasonic
flowmeter that has to be applied; transit-time ultrasonic flowmeters are used for clean
liquids, the Doppler-type ultrasonic flowmeters are used for two-phase liquids [3, 6, 22].
The flow can be laminar, turbulent or of an intermediate regime.

Two main parts can be distinguished in the flowmeter [13]: a primary device and
secondary one (measuring transmitter, transmitter [27], control unit [11]). Sometimes
third part is distinguished: a data output unit; however, the last two parts are usually
in a single device. A simplified diagram of ultrasonic flowmeter is shown in Fig.2.



MATHEMATICAL MODELLING OF AN ULTRASONIC FLOWMETER ... 431

i o 37

[ %)
W

]
1
1
]
1
I
.
P
1
I
I
1
1
)
I

77 1
i /_

Fig. 2. Simplified diagram of the ultrasonic flowmeter: 1 — primary device, 2 — secondary device,
3 - output data unit, 4 - head, 5 — probe, 6 — ultrasonic transducer, 7 — meter tube, D - internal pipe
diameter, | — distance between the centres of the ultrasonic wave emitting surfaces, d — projection of |
on the pipe axis, o — angle between the ultrasonic beam direction ! and the pipe axis, ¢ — velocity of
sound in the fluid at rest, v — velocity of the fluid.

The primary device takes a quantity (velocity, volume flow-rate) from some place of
the flow. In the secondary device, the output value is calculated on virtue of the mathe-
matical model of the flow phenomenon and the primary device construction. Modelling
is a process of formulating a mathematical equation which gives an approximate descrip-
tion of the phenomenon in the measurement system [14].

The flowmeter is very often composed of many parts, and many factors must be taken
into account: the nominal cross-sectional area of the conduit or the open channel, the
methods and measuring procedures, the result of the measurement, the goal for which
the results of the measurement are to be used, the measuring installation, influencing
quantities, reference signals, standards and simulators.

The measured quantity (MQ in Fig.1) can be the velocity v, the velocity profile
v(r), the velocity distribution v(z,y), the volume flow-rate ¢, or mass flow-rate g,
the volume V or mass m. The taken quantity (TQ in Fig.1) is sometimes only the
representation of the measured one (for example, the velocity measured by means of
two ultrasonic transducers at a given point of the cross-section (Fig. 5)), and is the basis
for the calculation of the volume flow-rate. The reproduced quantity (RQ in Fig.1) is
calculated on the grounds of the taken quantity and of mathematical model of flow, as
well as in virtue of the ultrasonic flowmeter primary device construction.

From the metrological point of view, the primary device is of greatest importance
because it causes the main contribution to the total error of the results of the measure-
ment [22]. Ultrasonic flowmeter transducers do not influence the measured quntity and
do not disturb the flow phenomenon.
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3. Classification of ultrasonic flowmeter primary devices

Flowmeters are classified in numerous ways [15, 21]; in the most common classification
system, flowmeters are divided into quantity meters and rate meters. Another criterion
is their operating principle [11, 16, 22]. The main principles of operation of ultrasonic
flowmeters are: 1) change of the ultrasonic wave velocity, 2) drift of the ultrasonic beam,
and 3) the Doppler effect. The first principle is shown in Fig.2, the second and third
ones are shown in Fig. 3.

b) c)
51§ &
[
N
1 W
a a .

Fig. 3. Principles of the operation of the ultrasonic flowmeters: a) b) drift of the ultrasonic beam
(beam deflection principle), ¢) Doppler effect, E - emitter (sender) of the ultrasound, R - receiver
of the ultrasound, v - angle between the drifted ultrasonic beam and the axis perpendicular to the

pipe, & - drift of the incidence point of the ultrasonic beam, o — angle between the emitted ultrasonic
beam and the pipe axis, § - angle between the received ultrasonic beam and the pipe axis.

For the ultrasonic flowmeters based on the first principle (change of the ultrasonic
wave velocity) shown in Fig. 2, the downstream and upstream travel times are:
[

dx
g - 1
i /c+'u(:1;)cosa’ (3:1)
0
/ d
z
= ——— 3.2
“ /c—v(z)cosa (3:2)
0

From (3.1) and (3.2), the average fluid velocity in the ultrasonic path (v;) of velocity
vy € ¢ can be expressed by
5 2
c c
= fo —11) =
21!cosa(2 ) 2lcos
where v; is equal to the average velocity on the pipe diameter vp,

” At, (3.3)

D
vy =up = %/v(a:) dx. (3.4)

Volume flow-rate is the product of v;, the velocity distribution shape coefficient K, and
the cross-sectional area S:
@ =5SKuv. (3:5)
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The velocity distribution shape coefficient K is defined as the ratio of vs to vp,
K = ’US/'UD 1 (36)

where vg is the average velocity over the pipe section.

In the sensor presented in Fig.3a, the beam deflection principle is used [2, 8, 14].
The sonic beam drift in the flowing fluid is a measure of the average velocity over the
path of the ultrasonic beam. The emmiter sends a continuous ultrasonic wave; for a
velocity of the liquid equal to zero, the amplitudes of the signals at the receivers R; and
Ry are the same. The signals from ultrasonic receivers go to the input of the differential
amplifier and, for fluid velocity v = 0, the output signal is zero. For v > 0, the drift of
the incidence ultrasonic beam will appear as shown in Fig. 3a and the value of z can be
calculated from the equation [2, 8]:

T =sinyD = vTDD. (3.7

When the pipe diameter is not large so that the ultrasonic beam is in the near field,
the amplitudes of the received singnals can be calculated from the relations (see Fig. 3 a
and Fig.3b):

A = kS, (3.8)
As = kS, (3.9)
where k is the factor of proportionality of the receiving ultrasonic transducer.

The sum of the surfaces S; and Ss, on which the ultrasonic beams falls, is equal to a®

S + S, =a’. (3.10)
The surfaces S; and S5 can be calculated from
S1 =a?*/2 —za (3.11)
and
Sy = a?/2 + za. (3.12)
From (3.8)-(3.12) we obtain
AA = Ay — Ay = 2zak. (3.13)
From (3.7) and (3.13) it follows that
vp = ﬁm. (3.14)

The volume flow-rate can be calculated from (3.14) and (3.5) bacause v; = vp (the
ultrasonic beam is in the pipe axis).

The scheme of the principle of operation of a Doppler flowmeter primary device [2, 3,
15, 16] is given in Fig. 3 ¢. The frequency difference between the frequency of the received
signal and that of the emitted one is equal to [16 p.401]:

C—UvCosa
Af = (m = 1) f, (3.15)

where f is the frequency of the emitted signal.
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For v <« ¢ and for § = a the fluid velocity can be calculated from:

c
Y = ————
2fcosa

Af. (3.16)

In this paper, the author proposes a classification based on the method of taking
information about measured value from the flow phenomenon; this classification is shown
in Fig. 4 as an example of flow-rate measurements in open channels.

a) b) ¢) d) e)

Fig. 4. Classification of lowmeter primary devices: a) the flow measurement is based on the point
velocity measurement, b) the flow measurement is based on the average velocity measurement over
some surface in the flow area, c) the flow measurement is based on the average velocity measurement
along a segment in the flow area, d) the flow measurement is based on the average velocity

measurements along some segments in the flow area, e) the flow measurement is based on the level
measurement h and the model of the flow in the channel.

From the point of view of the measurement user (in automatic control or data pro-
cessing), the operation principle and the construction of the flowmeter are less impor-

tant, because the main metrological parameter is the measurement error, which depends
mostly on the flowmeter sensor.

Ultrasonic flowmeter sensors with clamp-on heads are shown in Fig. 5.

a) b) c) d)
- o i e [ v

. . .. C i
e S e T
v vV

i 8 S L

Fig. 5. Configurations of the ultrasonic flowmeter primary devices with clamp-on heads: a) with a
single path in the pipe diameter, b) with a single path in the pipe diameter and a single reflection
from the internal wall surface, ¢) with a single path in the pipe diameter and multiple internal
reflections, d) with a path along the pipe axis.

4. A mathematical model of an ultrasonic flowmeter primary device with a point
velocity measurement

The mathematical model of the primary device is based on the sensitivity factor
which depends on the shape of the velocity distribution and on the construction of the
primary device (the segment of the pipe, ultrasonic transducers and their layout). The
point velocity is only a mathematical idea because each real sensor has some dimensions,
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even a laser beam sensor. In every situation we must take into account the ratio of the
sensor dimension to that which characterizes the flow phenomena. For example, in a
large shallow river, an ultrasonic transducer with a diameter of a few centimetres can
be accepted as a point velocity measurement device, but it could not be accepted for
measurements in a pipe with a diameter 5 times greater than that of the ultrasonic
transducer. The scheme of the primary device is shown in Fig. 6, but the diameters R,
of the ultrasonic emitter and receiver are negligible in comparison with the pipe radius R.

—
L]

Fig. 6. Insertion meter: Rg — ultrasonic transducer radius, r,, - distance from the pipe axis.

In most practical cases, the goal of velocity measurements is to calculate the volume
flow-rate in a conduit or in an open channel. There are two main solutions of this
problem:

a) to measure the velocity at one point and calculate then the volume flow-rate on
the grounds of the mathematical model of the primary device, or

b) to measure the velocities at many points of the flow area and obtaining the
flow-rate by averaging single measurements or using some integration methods.

The first method needs a mathematical model of the velocity distribution in the
conduit or in the open channel. The real velocity profiles are so different [5] that it is
difficult to estimate the true value of the sensitivity factor.

The velocity distribution in laminar regime in a pipe with a circular cross-section is
expressed by

v=yg [1-(r/R)?], (4.1)

where: R — pipe radius, r - current radius, vp — velocity along the pipe axis.
For a turbulent flow, the Prandtl formula (power-low velocity profile) is most fre-
quently used:

v =uvo(1 —r/R)/™, (4.2)

where n depends on the Reynolds number and the roughness of the pipe wall.
MILLER [15] proposes that the value of n for smooth pipes can be calculated as a
function of the Reynolds number,

n = 1.66 log Re. (4.3)
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The author proposed [22] the following formula for the laminar (m = 2) and for the
turbulent flow:

v=uo[l - (r/R)™]. (4.4)
The last equation enables the description of the velocity distribution also for the inter-
mediate regime (between a laminar and a turbulent flow). Assuming that the velocity
distribution shape coefficients K, defined by (3.6) for the velocity distributions described
by (4.2) and (4.3) and expressed by (6.2) and (6.3), are equal, it is possible to calculate
the value of m for a turbulent flow on the grounds of (4.3):

m = 3.32log Re — 1. (4.5)

For open channels, the velocity distribution is described by two formulae [5, 25].
In the horizontal direction, the velocity profile is expressed by the Prandtl formula
(4.2); R means one half of the channel width and r is the distance from the channel
axis. It is assumed that in the vertical direction the velocity distribution is the same,
independently of the depth of the fluid. For the vertical direction, the Bazin formula,
which is in acordance with the experimental results obtained by the author [22], is used:

v =vpg —mH2(h — ho)2(JH)*S, (4.6)

where i — depth of the liquid, vg — maximum velocity for the depth hq, H - liquid
level, m — experimental coefficient which depends on the roughness of the channel, J -
hydraulic gradient.

For these equations it is possible to calculate the sensitivity factor K as the ratio of
the average velocity at the cross-section vs to the measured velocity vy,:

K, = v3/vm, (4.7

where vy, is the velocity for the radius r,, or, in an open channel, the velocity at a point
of distance ry, from the channel axis and h,, from the liquid level.

For velocity distributions described by the Egs. (4.1), (4.2) and (4.4) at a distance
rm from the pipe axis, the sensitivity factors will be as follows [22]:

0.5
Ke = T tmmn’ (4.8)
2n?
Ha = (n+1)(2n+1)(1 - rp/R)VR° (4.9)
e T (4.10)

(m+2)[1 - (rm/R)™]
The mathematical model of the ultrasonic flowmeter primary device is a relation be-
tween the output value (time difference At) and the measured value (volume flow-rate g, ):

At = f(qo)- (4.11)

The time difference for a sensor like that in Fig. 6, but for R; <« R, can be calculated
from the following equation:

) l

C—Vyn CH+Un

At =

(4.12)
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For v, < ¢,
2ly
At = cg"‘ . (4.13)
The measured value g, is a product of the pipe cross-section and the average velocity vg:
nD?
Qv = —7vs. (4.14)

From Eqs. (4.7), (4.13) and (4.14), the mathematical model of the primary device can
be found,
8l

A f
D22 K g

(4.15)

5. Mathematical model of an ultrasonic lowmeter primary device for average velocity
measurements over some surface of the flow area

In Fig.6 the scheme of a flowmeter of the ultrasonic insertion type is shown. The
output signal of this primary device depends on the average velocity on the surface of the
ultrasonic transducer, and in virtue of this signal the total volume flow-rate is calculated.

For the velocity distribution described by the formula (3.1) (laminar flow), the mea-
sured average velocity can be calculated from

r2 RE
Um = Vg (lﬂﬁ—ﬁg> (51)
For a turbulent flow and the velocity distribution model (3.3) for m = 6,
rs, OiRL 32R. R}
Um = U (1 - ﬁ = 21??6 - EG - m) (52)

For a velocity distribution described by (4.4), the averaged velocity over the cross-

sectional area is as follows: i

) (5.3)
m+ 2
From (5.1) or (5.2), (4.14), (5.3) and (4.13) we obtain the model of the primary device.
For example, for a laminar flow:

161 2 R
At = TD%c2 (1 TR ﬁ) e 54

Vs = U

6. Mathematical models of flowmeter primary devices for average velocity
measurements over some segments of the flow area

In Fig. 7 typical primary devices of ultrasonic flowmeters are shown.

In the case of a time of flight ultrasonic flowmeter (which is most popular in practice
[11, 27] and with primary devices like that shown in Fig. 7 a, the mathematical model of
primary device is expressed from (3.3), (3.5) and (3.6) by the formula

8l cos o

At = —————q, .
tzcngq

(6.1)
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Fig. 7. Primary devices of ultrasonic flowmeters: a) one-path with heads mounted in the pipe wall,
b) one-path for an open channel with level measurement, c) multi-path for a closed conduit,
¢q — sound velocity in air being at rest.

When the ultrasonic beam is located at the pipe diameter, as in Fig. 2, the sensitivity
factor value K5 is equal to that of the velocity distribution shape coefficient K. The
value of K for a laminar flow is 0.75, and for a turbulent one we have, according to
equations (4.2) and (4.4),

K = 2n/(2n+1), (6.2)
K = (m+1)/(m+2). (6.3)

On the grounds of the sensor model in secondary device, the measured value g, is
calculated. For example as shown in Fig.7b, the model of the primary device can be
expressed in the following way:

o 2l cos o
= 2K, (H)SHE)

where K (H) is the sensitivity factor, S(H) is the flow area.

In [25] a one-path ultrasonic flowmeter was analysed. It is possible to decrease the
measurement error in the multi-path primary device (which is recommended for a dis-
torted velocity distribution). The mathematical model of the multi-path primary device
is expressed by N + 1 equations:

At (6.4)

21, cos a4
At; = mqm, (6.5)
N
Sigwio= oy (6.6)
i=1

where N is the number of ultrasonic paths (in Fig.7c N = 4), [; is the length of the
path ¢ of the ultrasonic beam in the fluid, «; is the angle between I; and the pipe axis,
K ; is the sensitivity factor in the part i of the cross-section, S; is the surface of the part
t of the cross-section, g,; is the volume flow-rate through S;.

In 11, 22, 27] recommendations for spacing of ultrasonic paths in the conduit with
a circular section are given. Multi-path ultrasonic flowmeters are used in the case when
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the velocity profile is distorted [13, 24] and the accuracy demands are high. There are
two reasons for the primary device sensitivity changes:
1) velocity distribution shape coefficient changes with: a) Reynolds number changes
accompanying the flow-rate and viscosity changes, b) roughness of the pipe wall changes;
2) velocity profiles distortion caused by disturbing flow elements before or behind
the ultrasonic flowmeter primary device. In such situations multi-path primary devices
shown in Fig. 8 are recommended.

a) b)

Fig. 8. Multi-path primary devices: a) with paraller paths, b) with crossed paths.

Reynolds number changes or wall roughness changes make the sensitivity of the
primary devices shown in Fig.8b change as in the case of a one-path primary device.
The primary devices presented in Fig.8b decrease the influence of the distorted flow
profile, while those shown in Fig.8a decrease the sensitivity error in both situations.

For an ultrasonic flowmeter primary device with clamp-on heads (Fig.5a) [26], the
model of the primary device is expressed as follows:

8lcosa
DK
where: [ — length of the path of the ultrasonic beam in the fluid, ¢, - time being the
following sum:

At = e (6.7)

4
b N e (6.8)
i=1

Here I; — paths of the ultrasonic beams in the pipe wall and in the heads, ¢; — sound
velocities in the pipe wall and in wedges of the heads.

7. Discussion of the results obtained

In the article, theoretical fundamentals of mathematical modelling of ultrasonic flow-
meter primary devices are given. The classification of the principles of measurements
used in ultrasonic flowmeters is commonly known. The mathematical descriptions of
principles shown in Fig. 2 (change of the ultrasonic wave velocity) and in Fig.3 ¢ (Doppler
effect) were taken from the literature. The author derived a simple model of the physical
phenomena for the beam deflection principle (Fig. 3a) on the grounds of equation (3.7)
given in literature [2, 8] and made a sugestion concerning the construction of the primary
device (Fig.3b). This model (Eq.(3.14)) combines the difference of the amplitudes of
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the received electric signals with the average velocity over the pipe diameter. When the
projection of the ultrasonic path on the cross-section of the pipe is on line with the pipe
diameter, the velocity v; is equal to vp and the measured value can be calculated from
(3.5) and (3.6). The methods of estimation of the velocity distribution shape coefficient
K were given in [22].

The classification of the ultrasonic flowmeter primary devices proposed by the author
in Fig.4 covers all practical cases of pipes and open channels. In pipes (filled with gas
or with liquid) the cross-sectional area of the pipe is equal to mR?. In not filled pipes
and in open channels, two cases must be distinguished: 1) the case of constant level and
constant flow area, 2) the case of a changing level when, in virtue of a level measurement,
the flow area is calculated.

Taking into account the primary devices shown in Fig. 4 it is evident that we receive
velocity or velocities which better characterize the measured quantity, i.e. the volume
flow-rate. For examples as those shown in Fig.4a, b, ¢ and d, the sensitivity factor
must be known for the volume flow-rate calculation but it can be estimated on the
grounds of the shape of the velocity distribution in the channel. The situation shown
in Fig.4e demands prior calibration in order to estimate the swelling curve, i.e. the
function ¢, = f(h).

The classification of primary devices with clamp-on transducers shown in Fig.5 is
based on a review of the literature and on the author’s papers (the first is mentioned
in [26]). The author took part in the joint scientific work which resulted in models of
ultrasonic flowmeters with primary devices introduced in Fig.5a and 5b. The author
worked out the primary device shown in Fig. 5d and the ultrasonic flowmeter with this
primary device has worked in the student laboratory for several years.

The velocity distribution shape coefficient K defined by the equation (3.6) depends
on the mathematical model of the velocity distribution (Eqs. (4.2) and (4.4) for turbulent
flow), and the functions of K are given in (6.2) and (6.3). In literature many equations
for n in the Prandtl formulae are reported (Eq. (4.3) is only an example) and the author
derived the formulae for m in Eq. (4.4), i.e. Eq. (4.5).

8. Conclusions

1. The classification of the principles of measurements with ultrasonic flowmeters and
the classification of the primary devices with clamp-on heads and with heads mounted
in the pipe wall are presented.

2. An original equation for m (power in Eq.(4.4) for describing the velocity profile)
is derived, and also an original model for primary device based on the beam deflection
principle is presented.

3. For various (Fig.2, 3, 4, 5) ways of taking a measured quantity, mathematical
models are given; they enable the calculation of the relation between the volume flow-rate
¢y and the quantity measured in the secondary device (Fig.6, 7, 8).

4. The derived mathematical models enable the calculation of errors connected with
the installation of the ultrasonic sensors in the primary device, with the fluid properties



MATHEMATICAL MODELLING OF AN ULTRASONIC FLOWMETER ... 441

and the flow conditions (Reynolds number which depends on the volume flow-rate and
fluid viscosity).

1]

5]

(6

(7]
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Degradation properties, such as a low voltage breakdown, fatigue, and ageing of ferro-
electrics are believed to be the major problems of ferroelectric films affecting their lifetime.
Although these properties have been studied for a long time, the information is still insuffi-
cient for both a quality improvement of ferroelectric devices and their lifetime predictions.
Degradation mechanisms should be studied for the lifetime prediction, as well as for ma-
terial development.

Fatigue is the decrease in switchable polarization with increasing number of polarization
reversals. In this paper, general features and the mechanisms of fatigue are briefly referred
to and the light influence on fatigue in PZT films is discussed.

A set of fatigue measurements has been performed on RF-sputtered PZT films of about
2 um in thickness. Polarization switching characteristics by applying sinusoidal a.c. electric
fields were studied both with sandwich-type and planar electrodes. The planar structure
has allowed for the study of the influence of the free charge carries induced by UV - illu-
mination in the planar capacitor gap. The fatigue became noticeable after 108 switching
cycles for a sandwich structure and after 10° those cycles for films with planar electrodes.
The film illumination during the polarization switching accelerates significantly the fatigue
process. The additional fatigue induced by the photoactive light was completely reversible.

Of special importance is the fact that the films on metal substrates (sandwich-capacitor)
were fatigued more rapidly than those on dielectric substrates (planar capacitor), though
they were prepared under the same conditions. This evidences the major contribution of
transition layers to the development of the fatigue process that agrees well with the model
of fatigue proposed in the literature.

1. Introduction

Due to the unique properties, such as a high value of dielectric permittivity £, sponta-
neous polarization P, piezoelectric moduli d;; and electromechanical coupling coefficient
kp, ferroelectric materials have gained widespread application in engineering. In parti-
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cular, the perovskite-type ferroelectric thin films are very promising for application in
microelectronics as high dielectric capacitors [1, 2], piezoelectric sensors [3, 4], electro-
acoustic transducers [5], high frequency SAW devices [6, 7], ultrasonic sensors [8] and
many others [e.g. 9-13]. It is common knowledge that the basic physical properties of
those materials depend on the chemical constitution, atomic structure, domain structure
and microstructure that, in turn, depend on technological conditions of the preparation
process. However, their practical application depends on the degradation properties such
as a low voltage breakdown, fatigue and ageing of ferroelectric that have been pointed
out as major problems of ferroelectric films affecting their lifetime.

Fatigue is the decrease in the switchable polarization with the increasing number of
polarization reversals. Several mechanisms for fatigue have been proposed for both the
bulk and thin film ferroelectrics including dendrite formation of oxygen deficient fila-
ments [14], domain pinning by defects [15, 16], space — charge accumulation at the film
— electrode interface or domain boundaries under the repeated polarization switching,
grain-boundaries compensating for the externally applied voltage, polarization screening
by defects [17-20] and locking domains by electronic charge trapping centres (electron
domain pinning) [18, 19]. There are far more approaches to the explanation of the fa-
tigue phenomenon e.g. the formation of a-domain wedges and micro-cracks due to the
piezoelectric deformation [21], the pinning of domains at grain boundaries triggered by
the migration of pores [22]. A simple model for ferroelectric fatigue based on the Landau
theory has been also developed [23-25]. The model suggests the formation of mesocopic
domain/defect structures consisting of opposing domains stabilised by planes of charged
defects.

Although the fatigue properties have been studied for a long time and they can
be significantly diminished in PZT thin films by using appropriate electrode materials
(16, 26-31], a fundamental understanding of the phenomenon is still lacking and the
information is still insufficient for both a quality improvement of ferroelectric devices
and their lifetime predictions. Therefore, degradation mechanisms should be studied for
the lifetime prediction, as well as for the material development.

The influence of illumination on the polarization switching has been observed for a
number of ferroelectrics with significant photosensitivity; it is known as the polarization
switching or simply photoswitching [32]. An analysis of the published data [17-19, 21,
32, 33] shows that the nature of photoswitching in different ferroelectrics is basically the
same: an increase in the density of free carriers by photogeneration of nonequilibrium
carriers reduces the coercive field E. and the switching time 7,. The total number of the
180° domains participating in the polarization switching process increases and so does
the mobility of the 180° domain walls.

It should be also noted that all of the known studies of the effect of fatigue of ferro-
electric thin films were carried out on sandwich-type structures (conducting or covered
with a conducting layer substrate — ferroelectric film — conducting upper electrode). In
this case, the emphasis is laid, in our opinion, on the inhomogeneity of the object under
study in the direction normal to its surface that makes it difficult to interpret the results.

In the present work the symmetrical planar electrodes were used to study the effect
of the photoactive light on fatigue.
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2. Samples and method of investigation

Polycrystalline Pb(Zrg 53Tip.45 Wo.01Cdo.01)O3 films of about 2 x 1075 m in thickness
were obtained on the substrates made of stainless steel and dielectric radioceramics
(Al,O3 with additives) [34, 35]. The measurements were performed using Al electrodes
of a thickness of 0.3 x 10~% m deposited by evaporation in vacuum (Fig.1).
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Fig. 1. a) The sandwich-type capacitor scheme: I — the stainless steel substrate of 100 x 10~%m in
thickness; 2 — the ferroelctric thin film; § — the disk-shaped Al electrode of 1.76 x 10~%m? in area.
b) The planar capacitor scheme: I — Al electrodes of 1 x 10”3 m in length (I) and 2 x 1073 m in
width (L); 2 - the thin ferroelectric film of 2 x 10® m in thickness (h); 3 — the AlsO3 polycrystalline
substrate of 1 x 1073 m in thickness (H); 4 — the dielectric gap of 8 x 107% m in thickness (S).

The dielectric hysteresis loops were recorded according to the Sawyer-Tower scheme
“modified” by the application of an amplifier of small signals due to the small capacitance
of planar capacitors (1.5 — 5.0) x 10712 F.

To switch the polarization repeatedly the sinusoidal field of frequency ranging from
20 to 20 x 10* Hz was used. The relative error of the calculation AP, /Py was at 5%.
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Fig. 2. The spectral characteristics of the filter used.
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Since the band gap of the PZT materials is 3.6eV [17], the quartz lamp and the
filter that did not transmit the visible or almost all the infrared radiation (A = 250 —
420 x 107%m; E = 4.95 — 2.94eV) were used (Fig.2) to induce non-equilibrium pho-
tocarriers to the conduction band in PZT films through the band-band transition [17].
According to the estimations of the absorption coefficient of the PZT films carried out
for the wavelength of 325 x 10~? m, the optical penetration depth is about 130 x 10~°m
[17]. Therefore the non-equilibrium photocarriers affect the PZT films near the A-PZT
interface.

The possibility to determine the remanent polarization and coercive field values in
the measurements with planar electrodes was established previously [36].

3. Results and discussion

The values of the remanent polarization P, of the thin films on the metal and dielec-
tric substrates were, practically, the same (20.0 — 24.5 x 1072 C/m? and 19.2 — 23.4 x
1072 C/m?, respectively). However, the coercive field value E. of the thin films deposited
on the metal substrates was higher by c.a. an order of magnitude (15 — 25 x 10V /m
and 3 — 5 x 108 V/m, respectively) than those of the thin films obtained on the dielectric
substrates. Such a great difference in the E, values seems to be due to the formation of
a transition layer with pyrochlore structure on the boundary between the substrate and
the thin film with the perovskite structure [37, 38].

Figure 3 shows the fatigue characteristics of the films on metal substrates (sandwich-
type capacitors) at the frequencies of 10% Hz (down-triangles) and 10* Hz (circles). As can
be seen, with increase of the frequency, the fatigue decreases as in the case of switching
by bipolar rectangular pulses [15, 39-41] and triangular voltage pulses [31].
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Fig. 3. The fatigue characteristics of the thin films deposited on the metal substrates at the
frequencies of 102 Hz (triangles) and 10% Hz (circles). The field amplitude Eq = 20 x 10% V/m.
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Figure 4 shows the fatigue characteristics of the thin films grown on the dielectric
substrates (planar capacitors) in the dark state (squares) and on continuous illumina-
tion with photoactive light (circles). Figure 5 represents the same curves for the higher
frequency of the switching field. One can see that UV-illumination of the thin films
accelerates the fatigue process.
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Fig. 4. The fatigue characteristics of the thin films deposited on dielectric substrates obtained at the

frequency of 103 Hz and the electric field amplitude of 10 x 10% V/m with no UV-illumination
(squares) and under illumination with the photoactive light (circles).

It has been argued by DIMOS et al. [19] that switchable polarization can be suppressed
by generating and subsequent trapping of electronic charge carriers. That electronic
charge trapping at the domain walls can lock those walls and lead to the suppression
of the switchable polarization in the PZT films subjected to electrical fatigue [18, 19]
what is consistent with our results. Similar results on suppressing the process of the 180°
polarization switching by UV-illumination were obtained for PbTiO3 single crystals [31]
and other bulk ferroelectric materials [42].

It should be noted, however, that the “additional” fatigue induced by the photoactive
light has proved to be, in practice, completely reversible. In other words, if in the course
of a run similar to that the results of which are represented in Fig.5 (the curve with
stars), the illumination was stopped and the switching was continued after several cycles
of switching n,, then, after D,, = 2.4 x 10° cycles of switching, the sample went into the
state corresponding to n, + Dy cycles of switching for the curve with squares in Fig. 5.

Of special importance is the fact that the films on metal substrates (sandwich-type
capacitor) were fatigued more rapidly than those on dielectric substrates (planar capac-
itor), though they were prepared under the same conditions. This evidences the major
contribution of transition layers to the development of the fatigue process that agrees
well with the model of fatigue proposed in [15, 16].
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Fig. 5. The fatigue characteristics of the thin films deposited on dielectric substrates obtained at the
frequency of 10® Hz and the electric field amplitude of 10 x 10° V/m with no UV-illumination
(squares) and under illumination with the photoactive light (triangles).

4. Conclusions

In the present paper, the results of particular fatigue measurements performed on
RF-sputtered PZT films of about 2 x 10~%m in thickness are presented. Polarization
switching characteristics obtained as a result of the application of sinusoidal a.c. electric
fields were studied for both the sandwich-type thin film capacitors and the planar-type
ones. The planar-type structure enables the study of the influence of the free charge
carries induced by UV-illumination on the planar capacitor gap. It has been ascertained
that (i) the fatigue of the thin PZT films became noticeable after 10° switching cycles for
a sandwich-type structure and after 10° switching cycles for the thin film capacitors with
planar electrodes, (ii) the film illumination during polarization switching accelerates sig-
nificantly the fatigue process and (iii) the additional fatigue induced by the photoactive
light was completely reversible.

Nevertheless, the authors realise that the results of the experiments presented in this
paper are of tentative character: there is no experimental evidence available about the
effect of the light intensity, temperature, field strength amplitude, etc. Therefore we can
hardly make more general conclusions. However, even at this step of the investigations
it is safe to say that the effect of fatigue is largely determined by the concentration of
the free charge carriers as well as by the presence of transition layers.
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FREQUENCY CHARACTERISTIC OF THE ACOUSTIC EMISSION SIGNAL
IN CONCRETE UNDER COMPRESSIVE LOADING

K. POGAN

(30-552 Krakéw, 89 Wielicka Str., Poland)

Acoustic Emission measurements are very useful in the investigation of changes taking
place in a composite during compressive tests. Among the AE intensity measurements (i.e.
counts rate, root mean square, etc.) also the frequency analysis of the AE signal seems
to be the useful method. In this paper the analysis of the AE signal characteristic for
six different concrete compositions, also for those with silica fumes, is presented. Acoustic
Emission signals were measured during quasi-axial compressive tests. The main aim of
presented investigations was to demonstrate the spectral patterns of the AE waveforms
generated by different concrete structures under compressive loading.

1. Introduction

Acoustic Emission signals are generated in materials as a result of local energy bal-
ance instabilities. External actions unsettle the primary state and cause energy radiation
in the form of elastic waves called acoustic emission signals (AE). The acoustic emission
phenomenon is very complex and depends many of internal and external factors, for
instance, among other things: current stress level, load change speed, weighting history
and also on the complex material’s structure. Elastic waves generated by the source
disperse inside or on the surface of the material and deflect are deflected many times.
Those waves are received by a special sensor placed on the surface of the tested object.
An electronic measurement apparatus makes it possible to observe the whole progress
of acoustic emission signals versus time that are very similar in shape to those emit-
ted directly by source. It is therefore vital to analyse the characteristic of these signals
and especially their progress over a period of time [7]. The analysis of that progress in
destructive tests has been the subject of several works by such authors as: J. HOLA,
A. Moczko, J. MiErzwA, K. PoGAN and Z. RANACHOWSKI (3, 4, 6, 8, 10]. The ob-
tained results show explicitly the dependence of the parameters of the Acoustic Emission
on the concrete structure. It is of essential importance as well for theory as for practi-
cal purpose because a quantitative evaluation of the destructive changes appearing at
different stress levels can be done using the Acoustic Emission signal parameters. A
characteristic recognition of signals generated by the concrete under mechanic actions
allows to locate the emission source and, furthermore, to estimate the destruction re-
sults, i.e. qualitative description of the progress of the destructive process. The frequency
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spectrum characteristic of the Acoustic Emission signals would be also a criterion which
allows to find the weakest link in the concrete microstructure and structure. BERTH-
ELOT et al. [1] apply the frequency analysis of the AE signals related to the fracture
mechanism induced during 3-point flexural tests.

This is the origin of research carried on by the author. From the wide investigation
program, partly financed by the Polish Scientific Research Committee — Research Pro ject
No 7 TO7B 020 08 and referred to the analysis of the frequency characteristic of AE
signals in different concrete structures submitted to compressive tests is presented.

Results of the Acoustic Emission signals frequency spectrum analysis in concrete
under compressive loading have been presented so far in Poland. In 1996 some papers
were published by A. JAROSZEWSKA, J. RANACHOWSKI and F. REJMUND [5] as well as
by Z. RANACHOWSKI [9] but they referred to cement pastes and mortars. Those papers
were the basis for the following analysis.

2. Experimental

For better a differentiation of the investigated concrete structures, three water-cement
ratios (w/c = 0.60; 0.45 and 0.30 respectively) and two types of aggregate were selected,
for the series 1, 3 and 5 - crushed aggregate and for the remaining ones (series 2, 4 and 6)
— a natural aggregate. Concrete mixes number 3, 4, 5 and 6 were prepared by addition of
the superplasticizer FM-6. To strengthen compositions number 5 and 6 micro-filler, silica
fumes “Silimic” from Laziska Ferro-Alloy Works, were added. It should be stressed that
silica fume is a by-product of the reduction of high-purity quartz with coal in electric arc
furnaces during manufacture of silicon and ferrosilicon alloys. The whole compositions
were based on the Portland Cement “Malogoszcz” 45N. The mix compositions were
estimated by the iteration method and are shown in Table 1. Table 2 shows physical
properties of the investigated concrete compositions.

Table 1. Concrete mix compositions.

No | W/C Ingredents [kg/m3)
coefficient | Cement | Superplasticizer | Silica fumes | Water | Sand | Gravel
1 0.60 297 - == 178 676 1248
2 0.60 288 - - 174 440 1502
3 0.45 333 6 - 147 695 1281
4 0.45 359 7 = 162 433 1480
5 0.30 598 12 60 180 584 1078
6 0.30 645 13 64 194 359 1226

The specimens were 100mm sided cubes. The hardening lasted for 28 days at the
temperature of 18°C and at the relative humidity of 95%.

The hydraulic compressive machine EDU 400 “Fritz Heckert - Leipzig” was used to
load the specimens. The surfaces of the specimen were polished to uniform the stress
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Table 2. Physical properties of the investigated concrete compositions.

No w/C Compressive Density | Porosity

coefficient | strength [MPa] | [kg/m?] [%]
1 0.60 24.8 2283 4.8
2 0.60 24.9 2284 5.0
3 0.45 37.0 2323 4.6
4 0.45 34.7 2328 4.6
5 0.30 62.4 2405 4.2
6 0.30 54.2 2400 4.0

distribution and improve the contact with the AE sensor. Additionally, the fibre plates
were placed between the specimen and the test machine brackets to minimize the noise
generated by the hydraulic drive.

The AE activity was measured by a 1000kHz AE wideband transducer of WD type
connected to a 40dB/6uV RMS noise preamplifier and a 43 dB main amplifier. The AE
processor registered the AE signals in the “count” mode, i.e. the internal counter regis-
tered each excess above the specified rejection level set to 1V. The AE measurements
and the current level of the applied stress were transmitted to a PC compatible com-
puter. Some of the investigated specimens were appropriated for recording the frequency
spectrum of signals on two stress levels: between 30 and 60% and between 65 and 95% of
the final strength. In this case, the waveform registration procedure was activated when
the current Acoustic Emission Activity exceeded 50 counts per second.

A schematic diagram of the measuring set-up and the averaged results of the AE
counts sum for the six sets of the examined specimens were shown in the paper [6].

3. Discussion of results

The Acoustic Emission signal analysis showed different time plots for the plain con-
crete (series 1, 2, 3 and 4) and for that with silica fumes (series 5 and 6) [6]. The concrete
with the addition of silica fumes evidenced a oyy critical stress displacement of the range
of 70-80% of the compressive strength. For the plain concrete, the typical values of the
a1 and oy stresses are (0.3 <+ 0.4) in the range of o/f. and (0.6 + 0.7) in the range of
o/ fe, respectively [3, 4, 6, 8, 10]. This fact causes a smoothing the o —¢ relationship and
results from the modification of the cement paste — aggregate contact zone. The major
structure damages, arising in o7 to oy; range of the stress level, are located just in this
zone. The mentioned zone is compacted by the micro-filler and strengthened by the silica
fumes reactivity which transforms the weak portlandite crystals into the strong C-S-H
(calcium-silicate-hydrate) phase. The composite structure modifications described above
change their physical and mechanical properties by increasing the density and compres-
sive strength in comparison with those of the plain concrete (see Tab. 2), these results
in brittleness increasing the high strength concrete.
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The neural computation method was applied for the classification of the Acoustic
Emission signals. The so called “generalized distance” was chosen as a discernment
criterion. The generalized distance between two pattern vectors is the square root of the
sum of the squares of all their components subtracted [2, 9].

From the six registered signals’ groups, each of nearly 100 samples, the most charac-
teristic and the most frequent frequency spectra were chosen by the computer. Then, for
each investigated group an average frequency spectra were found. Within one group, the
generalized distances between the particular spectra vary from 2.8 to 4.2, while between
each series — from 5.4 to 9.5. This fact indicates that there are significant differences
among the frequency spectra for the different concrete compositions. The type of the
aggregate among other things influenced these differences. Crushed aggregate, applied in
some of the investigated compositions, has a rougher texture which results in a greater
adhesion or bond between the particles and the cement matrix. Likewise, the larger
surface area of a more angular aggregate provides a greater bond. That is why those
concretes have a stronger cement paste - aggregate contact zone. In the frequency spec-
tra for the series with crushed aggregate (1, 3 and 5) a local maximum at the frequency
of about 500 kHz can be seen (see Fig. 1).

A [dB]

| T 4 [
0 500 1000 1250 £ [kHz]

Fig. 1. Frequency spectrum for concrete series with crushed aggregate.

The concrete with silica fumes are also characterized by a strengthened contact zone.
For these series the frequency spectra show a smaller participation of the lower frequency
signals (see Fig.2).

During the first loading stage (from 30 to 60% of strength) for the series 1 and 2
sounds characterized by low frequency dominate in frequency spectra. This fact shows
that not only defects existing in structure develop but also new microcracks appear in
the contact zones between the aggregate particles and the cement paste [5]. These zones
are the weakest chains in the structure of compositions 1 and 2 (see Fig. 3). The stronger
the composition (remaining series) the better visible becomes the participation of the
higher frequency signals. This is connected with cement paste cracking. It can be also
seen in the second loading stage (from 65 to 95% of strength) as shown in the Fig. 2.
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Fig. 2. Less participation of the lower frequency signals for concrete with silica fumes.
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Fig. 3. Frequency spectrum for the weakest compositions.

4. Conclusions

The analysis of the obtained results allows to formulate the following conclusions:

1. The Acoustic Emission measurements made during compressive tests of the con-
crete compositions appear to be a useful tool providing information on the progress
of the destruction processes. The time plots of the Acoustic Emission signal analysis
gives only a quantitative image of those processes. The frequency spectra analysis of the
Acoustic Emission signals is supplementary to the former one.

2. The frequency spectra analysis of the Acoustic Emission signals with application
of the neural computation method gives a qualitative image of the destruction processes
occurring during the structure loading. It can help to locate the emission source.

3. The emission source localization can be useful in material engineering, in modifi-
cations of existing materials and investigations of new compositions.
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The Fiftieth Anniversary of the Scientific Work of Prof. Dr. Jerzy Ranachowski

Prof. J. Ranachowski

The 3-rd International Symposium devoted to new trends in the technology and
investigation of ceramic materials was held in Bialowieza from the 8-th to 10-th of
June this year. The participants of this meeting were scientists working in the field of
materials technology and acoustics as well as representatives of the ceramic materials
industry and electrical power engineering. The focus of attention was the presentation of
the fifty years’ scientific and technical output of Prof. J. Ranachowski and the research
connected with his activity, especially the progress in the production and quality testing
of high-voltage elements that has been achieved on the basis of Prof. Ranachowski’s
investigations. It should be emphasized that acoustic methods were the main tool in
most of his research work. It seems therefore that Archives of Acoustics is the proper
place to give a short profile of Prof. Ranachowski and a comprehensive presentation of
his fifty years’ scientific output.
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Prof. Ranachowski was born in 1926; fifty years ago is assistant at the Electrical
Faculty of the Technical University in Wroclaw, he started his research by designing a
High-Voltage Laboratory at this University. In the years 1951-1975 he worked as assis-
tant, and later as senior lecturer and assistant professor, at the Institute of Electrical
Engineering in Warsaw. At that time, it was a leading research institution that con-
tributed to a large extent to the development and progress in the electrical engineering
industries and electrical power systems in Poland. Over these years, Prof. Ranachowski
was concerned mainly with technology of ceramic and materials elements, as well as with
the investigation causes of breakdowns in electrical power systems. This was the sub-
ject of his Ph.D. Dissertation (1963) and, later on, of his thesis presented for professor
title (1968). In connection with his research of that time, he was looking for the most
effective methods of testing the electrical power systems. Prof. Ranachowski focused
his attention on the application of acoustic techniques that have been considered then
as the most innovatory ones. That is just why he start to cooperate in 1956 with the
Institute of Fundamental Technological Research of The Polish Academy of Sciences.
In 1975, Prof. Ranachowski started to full time work at this Institute holding for more
than twenty years several responsible positions; among other things, he was active as
laboratory chief and assistant director of this Institute. During the last years, before
he retired, Prof. Ranachowski was the managinging director of the Acousto-Electronic
Centre. He was nominated the full professor in 1976.

A complete profile of the scientific output of Prof. Ranachowski requires a more
detailed study. Therefore, I would like to restrict myself only to the listing of Prof.
Ranachowski’s achievements that in my opinion are the most outstanding ones. They
are connected mainly with the application of acoustic methods to the complex inves-
tigation of ceramic materials and elements. He found and determined quantitative re-
lations between the velocity and absorption of ultrasonic waves and the structure and
microstructure of ceramic materials, particularly the effect of porosity and the type of
pores and texture defects in insulants. He made also a significant contribution to the
study of the correlation between the acoustic properties of a material and its dynamic
elasticity parameters. -

Particularly profitable were the scientific and technical works concerning the appli-
cation of the acoustic emission (AE) that were initiated by Prof. Ranachowski and have
been continued by a scientific group working under his leading. Prof. Ranachowski has
proved that the AE method is a unique tool for the investigation of dynamic processes
occurring in ceramic materials, first and foremost of cracking and microcracking pro-
cesses. Among other things, the research of Prof. Ranachowski resulted in a widespread
application of the AE method in quality testing and in the evaluation of the current
state of insulators and in the forecasting of their “life-time”, particularly in the case
of high-voltage insulators. His achievements concerning the study of thermal shock and
dynamic load effects by the AE method are of special interest. This was connected with
a new approach to the determination of the critical stress intensity vector Kjc.

Prof. Ranachowski came up with significant improvements in the AE measuring
equipment initiated the production of those equipments in Poland. This enabled the ap-
plication of AE methods in many fields of technology and science. Beside the mentioned
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above applications in the ceramic material industry and electrical power engineering,
some other applications should be enumerated:

e investigation of transition states in superconductors,

e monitoring of hazards in engineering objects,

o evaluation of the state of electrical power systems,

e testing of concrete and concrete constructions,

s testing of technological process in the woodworking industry,

e monitoring the chemical reactions.

The above list of applications indicates that the scope of the effect of Prof. Rana-
chowski’s research achievements extends far beyond his strict discipline.

I. Maleck:
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Polish and Hungarian co-ooperation in acoustics
in the last forty years

The co-operation in acoustics was wide prosperous between the East Central Eu-
ropean Countries in the second part of this century. Within the framework of this
co-operation seems very fruitful and effective the collaboration typically between Hun-
garian and Polish acousticians and institutions. The personal companionships are origi-
nated in October of the year 1956 first, when Prof. Tarnéczy was unable to go home from
Moscow, and during the days of Hungarian revolution he was a guest of Prof. Malecki
in Warsaw. '

The close contacts of the trade profession leaders of both countries, the historical well
known friendly relationships of the Polish and Hungarian peoples, the contemporary very
similar political and economic living space and the similar development of the acoustics
at this time period of both partners, gave many many possibilities to prosper the contacts
in acoustics. The official contacts were built in framework of the co-operation of both
countries at the plane of Academics of Scientific first. These many decades long oficial
contact made posible the change of researchers, the change of postdoctoral fellows, and
the change of students. The systematic co-operation branches in the acoustics were in
various decades with several intensities of the co-operation interest.

The common economic state teamwork in industry, in agriculture, in technics, in sci-
ence, in university education, in the international standardisation gave many and many
common platforms in our topic too. The regular acoustics seminars and conferences
organised regularly in both countries to grow the personal relationships, the common
mentality technics, and scientific co-operation. The colleagues in acoustics helped each
other mutually in international committees and boards to achieve the job organise in-
ternational conferences, congresses in the fraternal country (eg. INTER NOISE’79 in
Warsaw, 7-th ICA Congress in Budapest 1971, OSA’85 in Krakéw, INTER NOISE'97
in Budapest, FASE Conferences: in Warsaw 1978, Sopron 1986, Balatonfiired 1992).

The international managing of acoustics societies has very fruitful results in the Polish
Hungarian co-operation. The idea of FASE, and the close co-operation in the board of
FASE originated from common interesting in acoustics of both countries. The help to
avoid EAA latter, the co-operation in ICA Board, and I-INCE gave many advantageous
possibilities in the earlier and in the last decade too.

The co-operation in the field of scientific technics societies was such close, that the
Acoustical Society of Poland was reward in 1993 with the Békésy Medal founded by the
Hungarian society (OPAKFI) remembering 50-th anniversary of grounding the fraternal
Polish Society, and the very effective contacts in acoustics and in scientific technics
co-operation supported by this society.

Andrds Illényi
G. Békésy Acoustics Research Laboratory TU. Budapest



