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IN MEMORY OF PROFESSOR HALINA RYFFERT

On 7th August 1996, Polish Acoustics suffered a great loss when Professor
Halina Ryffert, a woman of merit in the acoustical community, passed away.

She was born on 4th February 1916 in Bugulma (Russia) to a Polish family.
Three years later they moved to Poznan (Poland), where Professor Ryffert lived and
worked almost all her life.

She studied mathematics (1933-1939) at University in Poznan. Shortly after she
graduated II World War broke out. As a result of her conspiratorial activity against
the invader, Halina Ryffert was arrested and then sent to a concentration camp
,,Ravensbruck”, where she stayed until the end of the war. She got back to Poland
soon after the liberation in 1945 and started her work as an assistant in the Institute
of Mathematics (University in Poznan). In 1952, she was offered a position with the
Chair of Acoustics, where she continued her career as a scientist. She received Ph.D.
degree in 1958, presenting her thesis on ,,Acquisition of instantaneous spectra on the
basis of a generalized analysis of vibrations”. Further work on methods for spectral
analysis of non-stationary acoustic signals, conducted both in Poland and abroad
during her fellowships at College de France in Paris (1958) and at Technical
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University in Stuttgart (Germany, 1960), was a source of many publications. Her
main achievement was the application of an instantaneous spectrum to a dynamic
evaluation of non-stationary sounds. In 1968, Halina Ryffert became a Professor of
Adam Mickiewicz University.

She headed the Chair of Acoustics for 19 years (1962-1981). For 7 years she was
a Dean at the Department of Mathematics, Physics and Chemistry and a member of
numerous academic boards. In 1965-1984, Proffessor Ryffert was a President of
Polish Acoustical Society, converging people interested in diverse fields of Acoustics.
During that time she made efforts to set a collaboration with acoustical centres
abroad. Those efforts resulted in a particularly fruitful collaborative work with
GALF. Since the establishment of Acoustics Commitee of Polish Academy of
Sciences in 1964, Professor Halina Ryffert was its Vice-President for 20 years and
then its meritorious member.

She was a dedicated academic teacher. Under her supervision, many master and
doctoral thesis were completed.

In reward for her scientific and pedagogic work she received high honours both
in Poland and abroad.

Her contribution to the development of Polish acoustics is invaluable. She
turned the Chair of Acoustics into a thriving acoustical centre — present Institute of
Acoustics in Poznan.

Always helpful and understanding, she was a respectable scientist and a great
woman. She will remain our mentor. Her passing away is an irreparable loss.

Prof. dr hab. Edward Hojan
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ACOUSTIC FIELD MEASUREMENTS USING A PYDF FOIL HYDROPHONE

G. LYPACEWICZ, A. NOWICKI, R. TYMKIEWICZ, P. KARLOWICZ
and W. SECOMSKI

Institute of Fundamental Technological Research Polish Academy of Sciences
(00-049 Warszawa, Swigtokrzyska 21)

This study was concerned with a membrane, pdvf foil and double-screened hydrophone,
manufactured by Sonic Technologies, USA. Using the producer’s data in the form of discrete
data, power [unctions, describing the input impedance and the sensitivity of the hydrophone,
depending on the frequency, were found. This made it possible to represent the measuring
system in the form of a equivalent circuit containing a pressure source, a transformer which
converted the acoustic pressure into the electric intensity (the hydrophone sensitivity), the
hydrophone impendance, an additional coaxial cable and the input receiver impedance. The
impacts of the receiver impedance and that of the additional cable on the accuracy of
measurements of the acoustic pressure using a hydrophone were subsequently investigated.

As an example, an ultrasonographic measurement using the hydrophone in question
was cited.

1. Introduction

The broad application of ultrasound methods in medical diagnostics requires
accurate knowledge of the intensities of acoustic waves being applied. Ultrasonogra-
phy is considered a safe method for the patient, but to an even greater extent this
obliges producers and doctors to define accurately the doses used in the course of an
examination. Ultrasound fields are defined by a number of parameters — the wave
frequency, the repetition frequency, the pulse duration, the beam cross-section and
the wave intensity — the maximum and mean ones in time and space. The mechanism
of the impact of ultrasound on the organism is complex [3], depending to a varying
degree on each of these quantities. Therefore, measurements of the diagnostic
apparatus are performed in keeping with the recommendations of international
standards developed by the IEC (the International Electrotechnical Commission) [1],
[4], which recommend that a foil hydrophone should by applied for this purpose.

The object of this study is a membrane hydrophone of PVDF foil, screened on
both sides, with a 60 cm long coaxial cable, and produced by Sonic Technologies,
USA. The producers give its sensitivity and input impedance for frequencies from
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1 to 20 MHz. Oscilloscopes with different input impedances and capacitances are
applied in measurements. When the hydrophone cable is too short it is elongated by an
additional cable. The producers give a formula for calculating the hydrophone
sensitivity, depending on the input impedance of the receiver and the additional cable,
which is treated as lumped capacitance. To check the admissibility of this approxima-
tion and to investigate more accurately the impact of the additional cable on the
pressure measurement, it was represented in the form of a long line. Then, functions
were found which described the input impedance and sensitivity, depending on the
frequency and a equivalent circuit of the measuring system was applied in the further
analysis. In the work performed at the Department on the design and work analysis of
ultrasound transmitting-receiving systems their equivalent circuits were used, in the
form of a chain of four-terminal networks, and so was the FFT technique [6], [7]. The
representation of the measuring hydrophone in an analogous way will make it possible
for it to be read in a simple way into computer programmes developed by the authors
and to analyze systems with a receiving transducer in the form of a hydrophone.

2. The parameters of the hydrophone

Piezoelectric foil hydrophones are usually built in two versions a needle or foil
extended over a ring with a diameter of several cm, with sputtered electrodes of
diameters below 1 mm [2]. Because of good acoustic matching to water, the latter do
not disturb significantly the acoustic field being measured.
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Fig. 1. Sensitivity modelling using the power functions (the circles denote the producer’s data).

An analysis of measurements using a hydrophone produced by Sonic Techno-
logies, USA, will be presented below. The producer gives the characteristics of
sensitivity and input impedance of the hydrophone as a function of the frequency
J/'in the range of 1 to 20 MHz [5]. To examine the impact of the parameters of the
receiving system on the accuracy of measurements, the parameters of the hydro-
phone were described with power functions. The sensitivity function of the hydro-
phone was adopted in the following form:

e
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Fig. 2. Modelling of the real part (2) and the imaginary part (b) of the input impedance of the
hydrophone (the circles denote the producer’s data).

while the constants a, b and ¢ were varied so that the calculated curve would coincide
with the producer’s data. It was achieved for a = -0.335, b = 26.5 and ¢ = 0.0578.
The impedance of the hydrophone was described by the functions

Re(Zm(f)) f Im(zm(.f)) — rk

The calculated functions coincided with the producer’s data ford=195,g=108,
h = -815 and k = 0.955. Figure 1 shows the calculated sensitivity curves, whereas
Fig. 2 represents the real part (a) and the imaginary part (b) of the impedance of the
hydrophone, along with the producer’s data marked with points. It can be seen that
the curves coincide with the points, therefore, the work of the hydrophone may be
described using the system shown in Fig. 3. It includes a pressure source,
a four-terminal network, describing a transformer which converts the acoustic
pressure into the electric voltage (the hydrophone sensitivity), the hydrophone
impedance, a coaxial cable in the form of a long line and the input impedance of the
receiver in a parallel system of resistances and capacitances.
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Fig. 3. A equivalent circuit for the hydrophone: P the measured pressure, h(f) a fourterminal network
representing a transformer which converts the acoustic pressure P into intensity (with the
hydrophone sensitivity as a function of [requency), Zi(f) — the input impedance of the
hydrophone, Z. L the additional coaxial cable (with the characteristic impedance Z. and the lenght
L), Z, the input receiver impedance and C, the input receiver capacitance.

To examine the impact of the impedance of the receiver and the parameters of
the additional coaxial cable on the accuracy and sensitivity of field measurements
using the hydrophone, the received transmission functions and electric pulses were
calculated with the assumption of the acoustic pressure in the form of one sinusoid
course with a frequency of 3.5 MHz and an amplitude of 1 MPa [6], [7].
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Fig. 4. Hydrophone sensitivities for dirrerent input receiver impedances:
a — 1MQ, 0 pF, no additional cable,
b — 50Q, 0 pF, no additional cable,
¢ — IMQ, 0 pF, an additional 1 m cable,
d - 1 MQ, 100 pF, no additional cable.
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Fig. 5. The pulses detected by the hydrophone as in Fig. 4. The transmitted pressure pulse in the form of
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a single sinusoid with a frequency of 3.5 MHz and an amplitude of 1 MPa.

[364]
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The results of these calculations are shown in Figs. 4 and 5. Figures 4a and 5a
show the results calculated for the optimum case, for a system without an additional
cable and a receiver with the real impedance of 1MQ, i.e., for the producer’s data.

Figures 4b and 5b show the results calculated for the receiver impedance of 50Q.
It can be seen that the low-ohm input of the receiver causes a sensitivity drop;
moreover, it is distinctly greater for low frequencies, which, in turn, causes
a disastrous distortion of the pulse. Therefore, it should be borne in mind that
a high-ohm input of the receiver should be applied.

Figures 4c and 5c show the results calculated for a system with an additional,
1 m long cable. It can be seen that the addition of the cable causes lower sensitivity,
but the shape of the pulse does not deteriorate visibly.

Therefore, the hydrophone producers [2], [3] recommend that the sensitivity drop
should be considered, in keeping with the formula

Re(Z;)’+Im(Z,)* }"1
[Re(Z,)+Re(Z)) + [Im(Z,)+Im(Z))*) ~°

where Z; — the impedance of the measuring device (the receiver and cable), Z — the
hydrophone impedance, M, — the sensitivity given by the producer.

According to the producer, an additional cable should be regarded as lumped
capacitance. In order to check the validity of this assumption and to examine more
accurately the impact of the impedance of the measuring equipment on the
sensitivity and shape of the pluses received, the sensitivity and pulses received by the
hydrophone were calculated for the case when lumped capacitance, equal to the
capacitance of a 1 m long open cable, i.e., one of 100 pF, was added. Comparing the
results of hydrophone sensitivity calculations when the lumped capacitance is added
(Fig. 4d) with those obtained with an added cable (Fig. 4c), it can be seen that the
sensitivity curves are close to each other at low frequencies. It is permissible to treat
the cable as lumped capacitance (of 100 pF in this case) up to about 10 MHz. On the
other hand, at higher frequencies, the error committed for this assumption grows,
reaching 10% at 20 MHz (the hydrophone is scaled up to this frequency).

Mcff = Mc{

3. Conclusion

The equivalent circuit of the system for measuring acoustic pressures will make it
possible to read it into the computer programmes developed by the authors for the
purposes of not only designing ultrasound transmitting-receiving systems, but also
conducting analyses of systems with a receiving transducer in the form of a hydro-
phone.

Foil hydrophones are primarily applied for measuring ultrasound wave doses in
diagnostic apparatus. The mechanism of the impact of ultrasound on the organism
is complex, depending on particular parameters, such as the wave frequency, the
repetition frequency, the pulse duration, the beam cross-section, the wave intensity
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the maximum and those averaged in time and space. Knowledge of these quantities
is necessary from the point of view of the patient safety and the research on the
ultrasound impact on living organisms.

Only the impact of the electric circuit on the measured results was discussed in
this study. When measuring the acoustic field distribution it should be borne in mind
that these measurements involve an error which results from the finite hydrophone
diameter comparable to the wavelength being measured. The measurement error
diminishes as the distance from the transducer grows, and, according to the
standards, it may be neglected when the following condition is satisfied for the
hydrophone radius [2]:

y
buuw = 5 [(1/2a)" + 0.25]'%,

where 1 — the distance from the transducer and a — the transducer radius.

It should also be borne in mind that the hydrophone sensitivity as a function of
frequency is provided by the producer for measurements along the axis of the
transducer being measured; the higher the frequency, i.e., the shorter the wave, to
the greater extent the directivity grows. Usually, the producer provides directivity
curves for a few chosen frequencies.

4. Appendix: Measurements of the ultrasonographic
parameters in keeping with international standards

The development of foil hydrophones facilitated measurements of the parame-
ters of ultrasound diagnostic apparatus in keeping with the requirements of
international standards of the IEC (the International Electrotechnical Commission).
As an example, the relevant definitions as introduced by the ICC [1] are shown and
so are the methods for measuring excited to vibration, resembling the one applied in
ultrasonographs manufactured by Echoson S.A.

The pulses applied in ultrasonography should be as short as possible, with a wide
frequency band. The pulse frequency is defined as the arithmetic mean from the lobe
frequencies of the main pulse spectrum as read out for a 6 dB drop in the spectrum
amplitude. Fig. 6a shows a pulse measured by the hydrophone and in Fig. 6b its
Fourier transform may be seen.

= 2.4 MHz.

In keeping with the definition, the pulse frequency is f; =f] ;ﬁ

The amplitude of an electric pulse as measured using a hydrophone placed in the
focus of the probe was U, = 0.04 V. The pressure amplitude in the focus may be
calculated taking into account the hydrophone sensitivity A/ for the measured
frequency (in the case under consideration, it was 2.4 MHz).

v
= Uy =0.04V /0.028 —— = 1.43 MPa.
D Un | M =004V /0.0 MPa a
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Fig. 6. The ultrasonographic parameters having been measured using the hydrophone. The acoustic pulse
in the focus (a), its Fourier transform (b), an integral over time with a squared pressure (c) and the
focal pressure distribution (d).

The mechanism of the ultrasound wave impact on the human organism is
complicated. Therefore, it was necessary to perform accurate measurements of such
parameters of the wave as could be responsible for mechanical, thermal or cavitation
impacts. International standards recommend that measurements should be taken
not only of the maximum wave intensity in the focus, but also the one averaged it
time and space. The subscripts introduced in the intensity terms reflect the first
letters of English words:
maximum — m, spatial — s, temporal — ¢, peak — p , averaged following a pulse — p and
average — a.

The intensities are measured with the assumption that the wave is a plane one;
this is met in practice as the measurements are carried out in the focal plane.

Isprp — the spatial peak-temporal peak intensity:

2 w
=2 Tserr= 136 —
K Z cm
(Z=15-10° m;gs — the acoustic water impedance);

Isppa — the spatial peak — pulse avarege intensity:

jpzd t

5
Isppa = ¢ ,

tq
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where the duration of the pulse is defined as: 7, = 1.25(t; — t;), and t, and ¢, are
calculated for 90% and 10% drops in the value of the integral from the squared
pressure (Fig. 6¢). The calculations indicate that ¢; = 0.625 ps and

w
Isppa = 54.5 —,
cm

Ispra — the spatial peak-temporal avarage intensity:
dt
_][p _ Iseraty
ZT, T, ’

where the time 7, is an inverse of the pulse repetition frequency f,. In the
present case,

ISPPA =

w
f, = 1224 Hz, T, = 0.817 ms, Ispra = 42 %
Isata — the spatial average-temporal average intensity:
[ IspradA
Isata =A—A—- s

where A is the integration space.

Figure 6d shows the pressure distribution in the focus as measured using the
hydrophone. By calculating the integral over the surface and by averaging it, the
following result is obtained:

1w
cm
The ultrasonic power:
P = [IsatadA
A

For the measurements described above: P = 0.96 mW.
The results, presented in the Appendix, of the determination of the parameters of the
acoustic field radiated by an ultrasound probe are examples of measurements and
should be carried out by all producers or users of ultrasound devices, in keeping with
the recommendations of international standards as developed by the IREC (the
International Electrotechnical Commission).
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CALCULATIONS OF EFFECTIVE MATERIAL TENSORS AND THE ELECTROMECHANICAL
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In this paper the purpose and manner of conducting the process of asymptotic
homogenization of a type 1-3 composite structure are presented. The formulation of the
homogenization process is reduced to numerical static analysis of an elementary symmet-
ry cell of the composite with generalized forces applied at the boundaries of material
phases. It is demonstrated that the effective values of the material tensors of the
composite depend not only on the tensors of the component materials, but also on
variability course of the aforementioned tensors defined over the volume of the solid of
an elementary symmetry unit of the composite. The latter factor becomes particularly
significant in the case of a step-like discontinuity which occurs, e.g., in the type 1-3
composite structure.

1. Introduction

A type 1-3 composite piezoelectric and polymer ultrasound transducer (Fig. 1),
used in ultrasonic medical diagnosis, is characterized by a number of desirable
properties compared with a typical piezoceramic transducer made from lead titanate
and zirconate.

These properties are as follows:

1 — Acoustic impedance of the composite equal to 8-10 MRayl is matched
better, acoustically to anatomical tissue with impedance of 1.5 MRayl than piezo-
ceramics with impedance of 33 MRayl.
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D =20 mm H=

B =200 um S =240 pm
Fig. 1. Structure of the type 1-3 composite transducer.

2 — Reduction of the energy coefficient of the reflection at the transducer-tissue
boundary (which results from property 1), from 85% for piezoceramics to 50% for
the composite.

3 — Energy efficiency of the transducer, measured by the value of the elect-
romechanical coupling coefficient, is half as high for the composite (60%) than for
the piezoceramics (40%).

4 — The greater broad-band width of the composite transducer than that of the
piezoceramic one because it is not necessary to use thin quaterwave layers for the
reason given in point 1.

5 — The technological workability of forming composite solids with a predeter-
mined curvature radius, eliminating the necessity of using acoustic lenses if it is
necessary to obtain focussed heads.

6 — The possibility of making a dynamically focussed head without having

to work the material of the transducer itself — by depositing one of the
electrodes on the composite transducer, in the form of insulated concentric
metallized rings.
The analytical calculation of the electroacoustic quantities of the composite trans-
ducer is extremely difficult because all the three dimensions of the smallest symmetry
element of the transducer are commensurable with the length of the transmitted
longitudinal ultrasonic wave (a threedimensional problem).

An alternative approach is based on the finite element method (FEM) in which
the calculations of the electromechanical coupling coefficient consist in the deter-
mination of the energy quantities of both the electromagnetic field and the stress and
strain fields in the transducer solid.

In practice, the energy quantities can be calculated using the FEM only for
a small fragment of the composite soild because of the second power increasing
order of magnitude of the rigidity matrix as the total number of degrees of freedom
increases. It is possbile to perform, on the other hand, a dynamic analysis of the
whole composite solid by dividing the numerical problem into the two following
stages:
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I — A static analysis of the elementary symmetry unit of the composite, leading to
the determination of substitute material tensors of a hypothetical homogeneous
structure. .

2 — A dynamic analysis of a substitute homogenous composite structure of the
whole solid [2]. In the proposed, modified process of the numerical solution, the
FEM mesh nodes is extended twice, and independently of one another. Each time
the FEM network generated in this way reaches a degree of densification which is
upper-bound only by the order of the global rigidity matrix permitted by the
computing applied environment. At the first stage, it applies only to the volume
limited to a single elementary cell, and the large density of the FEM network on the
elementary volume means high accuracy of calculations of substitute material
tensors. At the next homogeneous as a whole, and the homogenized material does
not require the necessary densification of the FEM network close to the disconti-
nuity zones — which would be necessary in the composite. As an effect, it becomes
possible to perform a dynamic analysis of the whole solid with a much reduced total
number of degrees of freedom relative to the unmodified FEM solution. This is
achieved without diminishing the calculation accuracy.

2. Asymptotic homogenization of the elementary cell of a transducer

Fig. 2. The idea of homogenization of the elementary cell of the composite transducer.

The purpose of homogenization of the elementary cell of a composite transducer
(Fig. 2) is to determine the substitute elementary symmetry unit built of hypothetical
homogeneous material. This material shows values of effective material tensors
related to:

1 — The averaged values of the tensors of the component materials of the
composite

2 — A step-like character of changes in the physical properties at the boundaries
of the material phases in the volume of the elementary symmetry unit of the
composite solid (3).

The process of homogenization of the composite soild can begin with asymp-
totic transformation [4]. A composite soild with a periodical structure consisting of
the volume € is considered (Fig. 3). The object under consideration is only the
solid £ with its total size much larger than that of its single elementary symmetry
unit Y. ’
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1
A

Fig. 3. A transformation of the coordinate system.
(31> %2> ¥3) — the global coordinate system,
(1, ¥2, y3) — the local coordinate system,
£ - the composite solid,
Y - the symmetry element.

The matrix notation will be employed throughout in the text. The tensorial
notation will be used at places with specific comments, summation over twice
repeated indices being employed. The above assumption is defined in equation (1),
where dia (¥) is the characteristic dimension of the solid (%).

dia(Y)

A= dia(©) «1. (1)

—=Q - generalized forces
s=u==s - boundary of material phases

Fig. 4. Static analysis with the division 4x4x3 of the elementary.

The assumption formulated in equation (1) provides the basis for an asymptotic
analysis of the solid of composite material with the parameter A tending to zero
(Fig. 3) [6].

In keeping with Fig. 4, the coordinate system is transformed from the global
system of the solid (xi, x2, x3) to the local one (y,, y», y3) related to a single symmetry
element of the composite. In the course of the transformation, the scale of the axes
of the coordinate system changes, as shown by equation (3).

X =X; + i, (2
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{xi}
et 3
v =" ©
In equation (2), x; is the 'tracking vector, while in (3) {x;} and {y;} are the lengths of
unit vectors of the axes x; and y;, respectively.
Considering (2) and (3), the partial derivative with respect to the variable x; can
be written in the form of (4),
) 0

1
x ox A

)
o @)

In the further analysis, the symmetrical gradient operator sym V. (5) and the
divergence operator div,, (6) will be applied

— , —
) 0 0
0
a—xz 0
0
0 =
axl
Sym v-\'['= 0 a 6 3 (5)
6x3 ﬁx;
a 0
ax; axl
0 0
ax2 axl
0 0 0
0x, ' é Ox; 0Ox,
0 0 ad
dvg= | * mg 0 @m O Em | ©)
0 0 0
0 0 a—x3 a—xz a—xl 0

The notation of the partial derivative with respect to the variable x; in (4) determines
the form of the Nabel operator (7), the symmetrical gradient operator (8), the
gradient operator (9) and the divergence operator (10).

1
in=v3;i+1vyi, (7

1
symV,, = symv,;l.-k}symv,,i, (8)
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1
grad, = grad;, + zgrad yyo 9)
divs, = divi 4 2 div,, (10)

In keeping with (11) and (12), the two independent variables of the electroacoustic
field, the displacement u and the potential @, can be expanded into convergent
asymptotic expansions:

u(x,y) =uo(x.y)+ A (x,y)+ 2w (x,¥)+ ..., (11)

Do(x,y) = Po(X,y)+ AP (X, )+ 22D (X, y)+ ... (12)

The problem of the electroacoustic field wave propagation in the composite material
containing a piezoelectric component is formulated in the form of a system of six
equations (13) — (18):

div,T(x, y) =p(»u(x, ), (13)
div, D (%, y) =0, (14)
T(x, y) = c(»)S(x, ) — e(NE(x, ), (15)
D(x,y)=e(»)S(x ) +e(NE(x, y), (16)
S(x, y) = sym.u(x, y), (17)
E(X, )= —V.®(x, ), (18)

where u is the vector of mechanical displacement, @ is the scalar of the electric
potential, S is the displacement tensor, T is the stress tensor, E is the vector of the
intensity of the electric field, D is the vector of electric induction, p is the scalar of
mass density, ¢ is the tensor of mechanical rigidity, e is the piezoelectric tensor and
¢ is the dielectric tensor.

Thus, equation (13) is a notation of Newton’s second principle of dynamics for
a continuous medium. Equation (14) is one of four Maxwell equations, stating that
in the volume of the composite solid there are no free electric charges. Dependencies
(15) and (16) contain a notation of the simple and converse piezoelectric effects
which take place in the composite solid. Through (15) and (16), in the piezoelectric
material there occurs the effect of coupling of the stresses and strains field with the
electromagnetic one (through the nonzero tensor e), which thus form one elect-
roacoustic field. Dependence (17) is a principle which is generally valid in the
continuous medium mechanics, linking the mechanical quantities of strain and
displacement. Equation (18) determines the relation between the quantities of the
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electric field the intensity and the potential. The expansion of the two independent
variables of the electroacoustic field, the mechanical displacement u and the electric
potential @, into convergent asymptotic series with respect to A implies asymptotic
expansions of all the derivative quantities (19) — (22):

S(%, y)= A1S4(%, )+ A1 8.1 (Z )+ So(X, 1)+ AS1(X, )+ 2282 (X, )+ ... (19)
T(F, y) = 12T3(% p)+ A T (%, 9)+ To(Z p) + ATH(%, )+ A2 To (X%, ) +...  (20)
E(%, ) = L2Eo(%, )+ A Eo (% )+ Eo(Zy) + AE(% p) + A2 E(X,3)+ ...  (21)
D (X, y)=A2D(X, )+ ' D (X, 3)+ Do(%, )+ AD(Z, )+ A2Dy(X, )+ ... (22)

The asymptotic expansions of equations (19) —(22) will also contain terms involving
the powers of A equal to minus one and minus two. It results from the fact that, in
keeping with (17, 18 and 15, 16), all the derivatives (19) —(22) are functions od the
mechanical displacement « and the electric potential @ acted by the differential
operators (7)—(10). In turn, operators (7)— (10) contain the partial derivatives (5, 6)
in their structure. On the other hand, the partial derivatives (4) contain a component
including the fraction 1/4. It is exactly the component that causes decreasing order of
¥ by one. '

Subsequently the values of the u, @, S, T, E, D in equations (13) — (18) can be
replaced by their infinite power expansions (11) —(12), (19) - (22). Then on both sides
of the system of equations (13-18), there are only infinite power series with the given
small parameter 1. The terms on both sides of the equations related to the same
powers of A are equal to one another. The terms containing the zero power of 4 (23)
— (28) can be compared:

So(X, y) = symV ;i (X, ¥), (23)

Ey (%, y)=-Vi® (X, y)— V,2(X. »), (24)
To(X, y) = c(3)So(%, y)—e(NE(X, ¥) 25
Dy(X, y) = e(¥)So(X, ¥) — e(»)Ew(X. y) (26)
div,T\(X, y) +diviTo(X, y) = p(p)ix(X, y), @7
div,D\(%, y)+diviDo(%, ¥) = 0. (28)

Then, the same can be done for the terms which contain the power 4 equal to minus
one (29) — (34):

S.(%, y) = symV,uo(Zx, y), (29)
E—l(}i Y) = 'vyd}&](“—t' y): (30)
T.(%, y) = c(»)S.(X, y) — e(DEAX, »), (31)

D.(%, y) = e(y)Su(X, y)—e(ME(X. 1), (32)
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div,To(x, y)+divi:T, (X, y) =0, (33)
div,Do( %, y)+diveD, (%, y) =0, (34)

Finally, the terms containing the power of A equal to minus two (35)— (40) can be
compared:

Sa(x, y) =0, (35)
Ey(x. y)=0, (36)
Ty(%, ) =0, (37
Dy(%, ) =0, (38)
div, T, (%, y) =0, (39)
div,D, (%, y) =0. (40)

The following two important dependencies result from equations (39)—(40) and
(29)—(30):

diVy[C(y) sym V,uo(X, y)—e(y) V,®o(X, y)] =0, @1)

divy[e(y)symvyuﬂ(}! J’)—E(J’)Vyd%()_fn y):| = 07 (42)

The system of equations (41)—(42) is satisfied in terms of identity only when the
dependencies specified in equations (43 — 44) occur:

uo(X, y) = uo(x), 43)
Po(X, y) = Po(X). (44)

From (43)—(44), an important conclusion results concerning the terms of the zero
order of the expansion of the two independent variables of the electroacoustic field,
the displacement u (11) and the potential & (12), into power series. On the basis (43)
—(44), it can be stated that these terms are independent of the local variable ).

Considering dependencies (43)—(44) in the system of equations (29)— (34), the
following system of equations is obtained (45)— (50):

Si(x,y)=0, CH))
Ei(x,y59)=0, (46)
T.(x,y) =0, @7
D.(x,y) =0, (48)
div,To(x, y) =0, 49)
div,Dy(%, ¥) = 0. . (50)

For a value of 2 much lower than unity (for a solid with the geometry shown in Fig. 1,
A is approximately equal to 0.011), it is permissible to neglect in the asymptotic
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expansion of any electroacoustic quantity ¥ all terms, apart from A, related to the
zero power (1). This means the approximation of the exact value ¥ of the term ¥, of
its asymptotic expansion. Then, the effecxtive value Wg(x) of any electroacoustic
quantity ¥ on the volume of the symmetry element Y of the asymptotic expansion
¥ (45). The volume of the symmetry element Y is designated as vol(Y).

_ _ 1
(D)= || Yo (% ») |l L (%, y)dY. (51)

As a result of applying operator (51), on both sides, in the system of equations (13)
—(18), the system of equations (52)—(57), describing the relations between the
effective quantities, that is, those averaged over the volume of the elementary cell Y,
according to formula (45). The sought quantities are ¢, ¢, ¢¥f — the effective
values of the material tensors of the substitute homogeneous piezoelectric material
with respect to the two-component composite in question.

div,Ts(X) = pii (%), (52)
div,Ds(F) =0, (53)

Te(x) = CEFSE(})—GEFEE(RL (54)
Dg(x) = e Seg(x) + e Eg(x), (55)
S5(%) = sym V,uz (%), (56)
Ex(X) = -V,®s(%). (57)

From equations (23) — (24), (43) — (44) and (56) — (57), the following dependencies
(58) — (59) result:

So(X, y) = Se(x)+symV,ui (X, y), (58)

Ey(%, y) = Eg(x)— V, ®1(X, )), (59)

From equations ((49) —(50), (23) — (26) and (58) —(59)), the following dependencies (60)
— (61) result:

divy[f(y) -sym Vyuy (X, y)—e(y) Vy@i(X, y)} = -div,c(y) - Se(x) +

+ div,e(y) - Ex(X), (60)
divy[E(y)-symVyul(i y) +e(y) V@i (%, y)J = -div,e(y) - Se(x)+
+divye(y) - Ex(X). (61)

In keeping with equations (62), (63), the following auxiliary tensors A(y), B(y), G(y),
H(y), which mutually link u,(x, y), @ (x, y) with Sg(x), Eg(x), are then derived:

u (X, y) = A(y)* Se(X)+ B(y) Ex(X), (62)
Pi(X, y) = G(y)  Se(x) +H(y)* Ex(%) . (63)
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From equations (60), (61), (62), (63), the system of equations (64) — (67) is obtained,
the solution of which are the values of the auxiliary quantities of the tensors A(y),
B(y), G(y), H(y):

divy[c(y)- symV,A (y)—e () VyG(Y)] = -div,c(), (64)
div, _e(y) -sym V, A (y)+&(y)- VyG(y)] = -div,e(y), (65)
div, —C(y) -symV,B(y)—e(y)- V,H (y)} =-div,e(y), (66)
div, _e(ry) -sym V,B(y)+&(y) VyH(y)] =-div,&(y). (67)

The system of equations (64)—(67) can be expressed using the tensor notation
(68)—(71):

[,k A ey G{’;} S (68)
& 8]

Cikl A‘;:,'i'ﬁik GT:‘ = =Cipg,is (69)
—c,-jﬂ BL— ekgHij| = €pijj» (70)
- .

ikt Bil,'f“ SikHiq] . = -Cip.i - (71)

Equations (64)—(67) and (68)—(71) are static equations (Fig. 3) with generalized
excitations in the form of generalized forces (72)—(73) and generalized charges
(74)—(75) as well as generalized inputs in the form of generalized forces (76)— (77)
and generalized charges (78)—(79) shown below.

The generalized excitations in terms of generalized forces (72)—(73) are:

—kl ki kil
Tl’j = CymAqu— epij‘p ’ (72)
e k k
Tij = Cijpq Bp.q b ep,-jHﬁ . (73)

The generalized response expressed in context of generalized charges (74)—(75) are:
D, = eiA, +856,. . (74)

D, = ¢,,B, +5,H.. (75)
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The generalized inputs in the form of generalized forces (76)—(77) are as follows:
where n; = {n,, n,, n;} is the vector of the external normal vector.

(F)pfz[lc.-,-,,ql} .n,, (76)
(F)ff[lem I} “m, (77)
The generalized inputs in the form of generalized charges (78)—(79) are:
(Q)“'s[le.—,,Er I} ‘n;, (78)
(Q)”"E[ls,-,,q I] ‘n,. (79)

The static problem formulated in the form of the equation of statics (68)—(71) is
illustrated in Fig. 4. For the system of equations (68)—(71), predetermined loads on
the boundaries of material phases on the volume of the symmetry element Y of the
composite solid were determined in the form of generalized forces (76)—(77) and
generalized charges (78)—(79) which are induced by a step-like change in the values
of the material tensors on the boundaries of the phases in the volume of the
aformentioned element Y (Fig. 3). The boundary conditions mentioned above are
reflected in the form of the right-hand side of the system of equations (64)—(67) and
(68)—(71).

The mechanical rigidity matrices for piezoceramics and polymers have the form:

PIEZOCERAMICS POLYMERS

ErVCull Ciizz cis 0 0 0 Ciin Cri2z iz 0 0 0

i Cin cum 0 0 0 Crn ciz 0 0 0

i Ci;s 0 0 0 . . i Cax 0 0 O

i . Cas 0 0 o 0 0

\ symmetry . . Can 0 symmetry . . Cm 0
‘_ . Cia12 | - F - . 01212_

The dielectric rigidity matrices for piezoceramics and polymers:

PIEZOCERAMICS POLYMERS
€ 0 0 &1 0 0_
ey 0 en O

symmetry . £33 symmetry . &1
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The piezoelectric rigidity matrices for piezoceramics and polymers:

PIEZOCERAMICS

0 €3
0 0 €311
0 0 €133
0 exn 0

em 0 0
0 0 0

)

In view of the form of the material tensors ¢, ek, &x for polarized piezoceramics
(orthotropic material) and polymers (isotropic properties), most terms in the matrix
representation of the aformentioned tensors beyond the main diagonal are zero in
value. Equations (80)—(82) show the proposed form of the formula for the effective
calculation of the values of the material tensors ¢, ef, ¢ff for the substitute
homogeneous piezoelectric material.

{cl’.‘l'.’}

Fig. 5. Six elementary static related to the load of the elementary symmetry unit of the composite caused
by a step-like change in the value of the material tensors at the boundaries of material phases.
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EF =kl
Ciikr = legully + ”Tjj Iy, (80)
g __
e, = legly+1D]ly, @81)
EF — —
e = lewly+IT Iy = - legly+ 1Dy (82)

In equations (80)—(82), two terms were separated on the right-hand side of each
equation. The first is related to the weighted average of the value of the material
tensors of the composite components on the volume of the solid of the elementary
cell. The other illustrates, in turn, the impact of the step-like discontinuity of the
value of the aforementioned tensors on the volume of the solid in question.

In keeping with equations (76)—(79), the static analysis shown in Fig. 4 is
reduced to the solution of six independent static problems with load cases presented
in Fig. 5.

On the basis of (80)—(82), calculations of the values of the components of the
tensors were made and they are listed in Table 1.

Table 1. Calculations of the values of the components of the material tensors of piezoceramics, an epoxy
resin and the composite made from two afromentioned materials.

Piezoceramics Epoxy resin Cﬁg:;iﬁ::ﬁi?t

Cu kg/(m*s?) " 12.1%10" 7.4410° 3.09*10"
iz kg/(m*s?) 7.5%10° 1.4*10% 1.65*101°
s kg/(m*s?) 7.7%101 1.4*10% 1.63*10"
Cx kg/(m*s?) 7.3*10% 7.4*10'° 2.91%10"
Cus kg/(m*s?) 2.1*10" 4.7410" 9.09*10'°
Ces kg/(m*s?) 2.3*10% 4.7*10" 8.49%10'°
- A% kg*m® 14.6*10° 3.53*10™M 1.08*10°
£33 A™s'kg*m® 15*10° 3.53*10™M 1.48*10°
es A*s/m? -5.4 0 -1.66

€ A*s/m? 15.1 i« 3.19

s A*s/m? 12.3 0 2.60
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3. Dynamic analysis of the electromechanical coupling coefficient
The values of the electromechanical coupling coefficient k£ are calculated using
a numerical dynamic analysis involving direct integration within the framework of

the finite element method:

E,

k = (83)
1
En=, @Kia®+ K, u), (84)
1
E,= 5 HIKWH ’ (85)
1
E;= 5 ¢’K¢¢¢ s (86)

where E,, is the electromechanical energy, Ey is the energy of the field of strains and
stresses, E, is the electric field energy, u is the displacement matrix, @ is the potential
matrix, K., is the mechanical matrix rigidity, Kae is the dielectric rigidity matrix and
K' is the matrix transposed with respect to the matrix K.

The values of the electromechanical coupling coefficient k were calculated from
formula (98) for the composite transducer (Fig. 1) and the PZT transcuder with the
same electrical resonance frequency and disk diameter. The results are listed in Table 2.

Table 2. Values of the electromechanical coupling coefficient k for the piezoceramic and composite
transducers previously subjected to homogenization.

Transd . Electrical resonance Electromechanical coupling
SUHBCUIEE e frequency MHz coefficient k&
Piezoceramics 1.80 0.48

Composite previously 1.86 0.69

subjected to homogenization

4. Conclusions

The approximation of the values of the effective material tensors of hypothetical
homogeneous material only by weighted averages of its components involves the error
related to neglecting the impact of a step-like change (in the case of the type 1-3
composite) in the physical properties at the boundaries of the material phases in the
volume of the elementary symmetry unit of the composite. The division of the numerical
calculations into two independent stages (static and dynamic analyses) makes it possible
to carry them out for the whole composite solid, since in this way the limitation imposed
by the permissible order of the global rigidity matrix of the problem is bypassed. The
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calculations confirmed an approximately 50% increase in the value of the elect-
romechanical coupling coefficient of the composite with respect to the piezoceramics.
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This paper will provide a fundamental approach to the design of SAW transducers and
filters. Although SAW devices are often modeled with complex and large programs, the
basic design principles can be analyzed with simple programs and commercially available
analysis tools, such as Mathcad or Matlab. The beginning of the paper reviews the basis for
the impulse response model. Design equations for fundamental window time functions as
applied to apodized transducers will be presented. The development shows an analytical
approach to the solution of apodized transducers. The solutions provide the SAW radiating
beam profile as a function of frequency as well as the frequency dependent acoustic
transducer parameters. The electrical network effects on the overall transducer response are
presented which provides a complete first order analysis for fundamental SAW trandsucer
design.

1. Introduction

This paper will discuss a fundamental approach to simple but important SAW
transducer designs which illustrate the principles in the design process. The princip-
les of finite impulse response design, are not presented in this work. The focus will be
on a single transducer design. In it's simplest form, a SAW filter is composed of two
transducers which may have different center frequencies, bandwidths, and other
filter specifications. The product of two frequency responses produces the total filter
response.

The four most popular and widely used SAW models include the transmission line
model, the coupling of modes model, the impulse response model, and the superposi-
tion model. The superposition model is an extension of the impulse response model
and is the principle model used for the majority of SAW bi-directional and
multiphase filter synthesis which do not have inband, inter electrode reflections
because of its simplicity and ease of understanding. This paper will use the simple
impulse response model to illustrate fundamental SAW design principles.
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2. The SAW impulse response transducer model

The basic SAW impulse response model can be derived by using energy
arguments. To first order, the acoustic impulse response under the transducers is
assumed to be sinusoidal having the electrode period as shown in Figure 1. This
assumption ignores the actual charge distribution under the electrodes which is
proportional to the actual SAW waveform, but yields a good approximation to the
fundamental SAW frequency response. First, the single electrode center frequency
conductance can be found using energy arguments [1]. The following variables are
defined as:

C; capacitance per electrode per unit beam width,

W, acoustic beam width,

E, stored electric energy,

AE, change in the stored electric energy,

E, acoustic energy in a single half wavelength,

AE, change in the stored acoustic energy in a single half wavelength,
AP, change in the acoustic power.

alf2 al
- L
Eeree-H Heeeeldd B

A\ N AN/ NI AN\
VARVIRVARY

Side View

Fig. 1. Schematic representation of a SAW IDT and the fundamental wave perturbation under the
electrode pattern when driven by an impulse.

As energy is absorbed acoustically, the electric energy must be decreasing. Then,
assuming no losses, 4E,= —AE, and AP,= —AE,/At. Energy will be coupled
electro-acoustically to the wave, given by

KE, = 1AE = —EAE (2.1)

e 2 a — 2 ] .

where &? is defined as the acousto-electric coupling coefficient to the wave. The
one-half in accounts for the fact that there is both a forward and reverse traveling
wave, each containing equal energy. The electric energy transferred to the SAW each
half wavelength is
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E=C/W,V?, 2.2)

where C'W, is the single electrode transducer capacitance and ¥, is the potential.
Assuming no losses and equal static and kinetic energy, the change in acoustic power
at center frequency is given by

AP, = —AE, | At = 4f,k*C; W V2, (2.3)

where At = 1/2f, is the period of one-half wavelength and v,4t = AL. From the
power relationship, the acoustic conductance per one-half wavelength is given by

G, = AP,| V= 4k*f,C/ WL, (2.4)

where C,' is the capacitance per electrode. Equation (2.4) is the synchronous (or
center frequency) acoustic conductance for a single half wavelength (or single
electrode) for the transducer.

For a linear causal system, the inverse Fourier transform of the device’s
frequency response is the device time impulse response. The SAW impulse response
for an uniform beam transducer with arbitrary electrode spacing can be written as

h(t) = Aqcos [0 (1)) rect(t/r) where 6(f) = 2nj' fi()dx (2.5)

and where fi(#) equals the instantaneous frequency at a time, ¢, and A4, equals
a constant. For a uniform beam transducer with periodic electrode spacing, f; (1) = f;
and cos 0(f) = coswyt.

Given the form of the time response, energy arguments are used to determine the
device equivalent circuit parameters for a transducer of arbitrary length. Assume
a delta function voltage input, vy(t) = 8(¢), then Vo(w) = 1. Given h(t), H(w) is
known and the energy launched as a function of frequency is given by
E(w) =2 | H(w)|? [2]. Then

Ew) = Vi(w) Giw) =1 G,(w), (2.6)
or
Go(w) =2-| Hw)|*. 2.7)

There is a direct relationship between the transducer frequency transfer function
and the transducer conductance. Consider an IDT with uniform overlap electrodes
having N, interaction pairs. Each gap between alternating polarity electrodes
is considered a localized SAW source. The SAW impulse response at the fun-
damental frequency will be continuous and of duration 1, where 7= N-A4¢,
and h(t) is given by

h(t) = Ay cos(wet) - rect(t/r), (2.8)

where @y is the carrier frequency, in radians per second.
The corresponding frequency response is given by

Hew) = ﬂc{sin(x.) % sin(xz)}: (2.9)

2 X X3
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where x, = (w—wy)-1/2 and x; = (w+w,) " 7/2.

The ideal SAW continuous response in both time and frequency is now known.
This can be related to the sampled response by a few substitutions of variables, let

e L

2 fo
where N is the total number of electrodes (or half wavelengths) and N, is the total
number of electrode pairs. Assuming a frequency bandlimited response, the negative

frequency component centered around -f; can be ignored. Then the frequency
response, using (2.9) is given by

At th=n-4At N-dt=1 N, At=1/2, (2.10)

H(w) = Ao{%} : Sm;:c"), @.11)
where x, = C ;:)O)NN,. The conductance, given using (2.7) and (2.9), is
i %g{j%,}z sin;(;,,) _ A?;{%}z sini(;c,.)_ 2.12)
A, can be found solving (2.12) using (2.4) at center frequency and with N = 1. Then
A= (32RO WI*  foi-N=1, (2.13)
and A
An[(32K*2C W.NY)', for all N, (2.14)

where 4y represents the peak wave amplitude under the transducer for N electrodes.
It is typical to define the wave amplitude per wavelength (or electrode pair), given as

Ay, = (4K }CW.N)'P, (2.15)

where the electrode pair capacitance is C,= 2C,. The peak wave amplitude is
proportional to the number of electrodes (or impulse length) at the synchronous
center frequency. The energy within the confines of the transducer area is given as

1
E= A:, . The energy exiting the transducer from either end is EE’ therefore, the peak
D

wave amplitude for either the forward or reverse traveling wave is ANP\/E.
The center frequency conductance is given from (2.12) as

G.(fo) = Go = 8k*foC,W.N; (2.16)
or the frequency dependent transducer conductance is -
sin*(x,)

Ga(fo) = Go—5—- (2.17)

n
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The transducer electrode capacitance is given as
C.=CW,N,. (2:18)

Finally, the last term of the SAW transducer’s equivalent circuit is the frequency
dependent susceptance. Given any system where the frequency dependent real part is
known, there is an associated imaginary part which must exist for the system to be
real and causal. This is given by the Hilbert transform susceptance, defined as B,,
where [3]

B, (w) =- J(G ) e Gl lxw, (2.19)

where "*” indicates convolution. !

The simple impulse model treats each electrode as an ideal impulse, however, the
electrodes have a finite width which distorts the ideal impulse response. The actual
SAW potential has been shown to be closely related to the electrostatic charge
induced on the transducer by the input voltage and the details will not be presented
here [4].

3. Apodized SAW transducers

Apodization is the most widely used method for weighting a SAW transducer, as
depicted in Figure 2. The desired time sampled impulse response is implemented by
assigning the overlap of opposite polarity electrodes at a given position to a nor-
malized sample weight at a given time. Typical computer analysis divides' the
acoustic beam into a number of parallel tracks where the impulse response can be
represented, to any required accuracy, as the summation of uniform samples located
at the proper positions in time in a given track. Mathematically this is given by

h(r)=;hf(t),

(3.1)
and 2
H(w) =) H(w) = E {J- h,-(t)e‘fw’dt} )
i=1 i=] o (3'2)

Although this approach is general, exact analytical solutions are obtainable for some
important types of simple functions which provide insight into the spatial dlst-
ribution of the energy in an apodized transducer acoustic beam.

A mapping can be obtained from time to space for some simple but useful time
functions. For illustration, let’s assume a cosine envelope time function given by

h(t) = A- cos(nt/7)cos(wyt) rect(t/1)).
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absorber
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triple transit
e

Input

piezoelectric substrate

Fig. 2. Schematic diagram of a typical SAW filter composed of one unweighted interdigital transducer
(IDT) and an apodized transducer.

Defining the y-direction as the propagation direction and the x-direction as
transverse to the propagation direction, then a mapping can be made between the
functional description and the time impulse response lenght as a function of x which
describes A(t, x). Looking at the apodization pattern at each point in x shows that
the impulse response length is centered at time ¢ = 0 and the time response is

h(t, x) = A-cos(wg t)-rect(t/T,(x),

where 1,(x) is the impulse response lenght at each point in x.
The impulse response length as a function of x is given as

7;(x) =——~arc cos(zﬁ—lf'zc—l) .

The form of the solution has the familiar Fourier transform

_A-ti(x) sin[yi(x, f)] | sinya(x, f)]
Hxf)=— { ne f) yz(x,f>}
where

O B AL PO A L M

Jo fo

This yields the spatially dependent frequency response which allows the amplitude
profile emerging from the transducer to be plotted. The amplitude profile spatially
varies and is dependent on the frequency of interest as well as the fractional
bandwidth. The overall frequency response is given by

Wa/2

H(f)=4-| H(x, f)dx.

-Waf2

Figure 3 shows the transducer frequency response and the amplitude beam profile for
several frequencies. As another example, an inverse cosine time function is given by
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2-4
h(t) = L arccos(2|t]/t) cos(wot)rect(t/t).
and the spatially dependent time function is given as

h(t, x) = arccos(wot)rect (¢/72(x)] where 1,(x)= g-cos (nx|Wa).
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Fig. 3. Calculated SAW beam profile and frequency response for cosine envelope time function.
a) Cosine window function; b) Frequency response.

The spatially dependent amplitude response as a function of frequency
is shown in Figure 4. Notice that the amplitude profile is much smoother
at the beam center than for the cosine envelope time function. The inverse
cosine time function is often used in resonator structures because of its
smoother amplitude beam profile and maximum energy confinement to the
beam center. This analysis is also useful if examining transverse mode coupling
in a waveguide. -
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Fig. 4. Calculated SAW beam profile and frequency response for inverse cosine envelope time function.
a) Inverse cosine window function; b) Frequency response.

Knowning the frequency response as a function of x allows calculation of the
exact frequency dependent conductance given as

Wa2/2

G.,(f)=2j |H(f, x)|*dx.
-Waj2

Because simple window functions can be analytically described, this function can be
sloved analytically or by using a computer. The center frequency conductance can be
written using the previous results and sloving the integral as

Ga(.fﬂ) = BszOC:WaNE:ff-

N is a function of the impulse response lenght and the form of the time function.
NP
NG
Ngr = .68 % N,. The plot of the conductance and frequency response are given in
Figure 5. Note that there is energy radiated even at the nulls of the frequency
response due to the apodization effect.

There is also a secondary effect of apodization when attempting to extract
energy. Not all of the power of a non-uniform SAW beam can be extracted by an
a uniform transducer, and reciprocally, not all of the energy of a uniform SAW

For the transverse cosine time function Ny = and for the cosine time envelope
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beam can be extracted by an apodized transducer. The transducer efficiency is
calculated at center frequency for an analytic function as

2

H( fo, x)dx

‘ Wa/2
-Wal2

Wa/2
WaJ’ | H(fs, x)[*dx

Wa[2

and the apodization loss is defined as: apodization loss = 10-log(E). For the
transverse cosine function the apodization loss is .921 dB and for the cosine time
function the apodization loss is .571 dB.

Gai(f) —20

HI(D 30

—40

0.75 0.8 0.85 0.9 0.95 1 1.05 L1 1.13 1.2 1.25
fmin f frax
fo fp fp

Fig. 5. Plots of the calculated frequency response and acoustic conductance for an apodized inverse
cosine time function. The center frequency-impulse responde lenght product equals 20.

4. Electrical network effects

Given the acoustic conductance and Hilbert transform susceptance, and the
transducer static capacitance, the SAW transducer equivalent circuit is known,
shown in Figure 6, and the electrical network effects can be determined. Define the
transducer Q and the load Q, respectively, as

. {......
(5 |
I éne gLT %P =% Gy Bt
]

Electrical Network <~ > SAW Equivalent Circut

Fig. 6. SAW equivalent circuit model which includes the generator, parasitic resistance, and a tuning
inductor.




396 D. C. MOLOCHA

wOCS Wa UJQC:; Wa

Ga( /o) G, '
where C, is the generator conductance. Then the center frequency transducer gain
can be written as

_ 40,0,
(1+0Q,/0.¥+ 0}

The minimum unmatched insertion loss can be found for a given transducer Q with
a certain generator Q by taking the derivative of Gy and setting it to zero which

yields. S
_ [ e
il \/ [1 +Q3]

Figure 7 is a plot of the minimum unmatched transducer mismatch loss versus 0..
To obtain the lowest unmatched insertion loss, for low Q transducers it is best to
match the real part of the transducer to the load resistance while for high
Q transducers it is best to match the transducer’s reactive impedance to the load
resistance.

T

P~

™

MMLAB(Q,) \

' A\

0.1 1 10 100

Q' P

Fig. 7. Plot of minimum unmatched insertion loss versus Q for an unweighted SAW transducer.

When matching a SAW transducer, only certain bandwidths are achievable for
a given loss level, or there is a given gain-bandwidth product for each material. The
network Q is related to the electrical network fractional bandwidth as

(DQC3 Wa

T e

0,
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For minimum electrical distortion it is usually assumed that the electrical fractional
bandwidth is twice the acoustical bandwidth, or 4 f, = 2 4f. Then back substituting
from the previous equations and assuming a uniform weighted IDT, yields

wC:Wa _ n/8k* _ fo

o =54 O (Af1fo}au < VAER.

2-Ga(fy) N

P

If the fractional bandwidth is larger than given above, then the transducer insertion
loss increases at a rate of 6 dB per octave.

The effects of the electrical network can be demonstrated by assuming a simple
parallel matching inductor, and no parasitic resistance. It will be assumed that the
transducer can be exactly matched to the real load impedance. The transfer function,
ignoring the Hilbert transform susceptance can be written as

Gg/wﬂce ]
BGu(fo) , Gu(f) [ o]’
woC. +Ga(fo)+[ ]

Wy

Hy(w) = where f = Gg/G.(fo)-

Figure 8 shows a series of plots of the effects of the electrical network transfer
function as a function of Q. At center frequency, half the voltage is on the SAW
conductance, which corresponds to the -6 dB level. Off center frequency, the voltage
increases which causes a loss in sidelobe rejection.

Electrical Transfer Function: Matched

2010g( [Het 1.01)

L
g 2 [He1.00)

20tog( [He(10.00) _

13

25
05 0.6 0.7 08 0.8

S lm =

Frequency

Fig. 8. Electrical network transfer function versus frequency for SAW transducer Q, of 0.1, 1, 10,
respectively, for f=1.

The effect on the overall filter response is shown in Fig. 9, which shows
a degradation in the sidelobe levels and a slight distortion of the bandwidth.
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Fig. 9. The effects of the electrical network for a SAW transducer with a Q of 0.5. The solid line is the
voltage transfer function, the dotted line is the ideal sin x / x response and the dashed line is the product
response.

5. Conclusion

This paper has presented a simple approach to the first order design of SAW
filters, including the apodization effect. All of the figures and plots were obtained
using Mathcad, which is a very affordable tool for accomplishing first order analysis
of elementary SAW transducers. More complicated structures, such as multiphase
transducers, reflectors and other SAW components can also be modeled with these
tools which provide a very good prediction of the first order SAW device response.
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A slow failure process of Rothbach sandstone and schist from Beringen in Belgium was
examined, with particular attention to fault plane localization. The samples of rock were
tested under uniaxial compressive stress. Acoustic emission and strain were measured
during loading. The data obtained show that the localization threshold of fault plane
occurred at stress levels with substantial variability relative to the ultimate strength,
depending on the degree of dilatancy and homogeneity of rock under test.

1. Introduction

Deformation process and thershold of localization of strains i.e. of eventual fault
plane, under uniaxial compressive stress of rock until macroscopic failure, have been
investigated using acoustic emission (AE) and extensometric techniques.

Evolution of a microcrack was studied during various stages of failure process.
Special attention was given to its localization to enable extrapolation of the AE data
obtained in the final loading stage in laboratory, to field conditions. The experimen-
tal results obtained by TROMBIK and ZUBEREK [1] and BRADY ef al. [2] show
substantial amount of similarities between the seismic data from the surface
observations and those obtained in laboratory in failure process of rock. These
similarities seem to indicate that the examined phehomena in spite of significant
difference in the scale, have much in common.
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2. Specimen materials

The measurements were performed on laboratory samples of Rothbach sands-
tone and schist from Beringen, Belgium.

The Rothbach sandstone is a brittle rock, of isotropic structure, with mean
porosity of 18%. Its mean compressive strength is between 40 and 50 MPa and mean
longitudinal elastic wave velocity amounts to 2680 m/s.

The tested schist is a dense anisotropic, layered rock with layer planes inclined
59 to 25° Its mean compressive strength is between 80 to 99 MPa, while mean
longitudinal elastic waves velocity in this rock falls in the range 4500-4800 m/s.

The cylindrical samples 40 mm in diameter and 80 mm in length were used
throughout the experiment.

3. Apparatus
3.1. Strain measurement

For strain measurement, the extensometers in the form of a rosette made of three
resistance-type strain gauges, with the angles of 120° were attached to the rock
samples surface on half of their length. The strain gauges were connected to a bridge
and its output to a PC computer. Graphic form of the strain data as a function of
applied stress was obtained using Mc Intosh system.

3.2. AE measurement

1

6

] |
—>——B>—{ 5
onely

Fig. 1. Block diagram for AE measurement: (1) accelerometer, (2) preamplifier, (3) filter, (4) amplifier,
(5) digital counter, (6) printer, (7) magnetic recorder, (8) digital oscilloscope.
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The block diagram of the testing equipment for acoustic emission measurement
is given in Fig. 1. AE signals were detected by a Bruel & Kjaer accelerometer (1) with
sensitivity of 60 mV/g and flat frequency response in the range 2 Hz-20 kHz. The
accelerometer was attached to the side surface of the rock samples. Its output was
connected through preamplifier (2) to AE monitoring apparatus. The filtered (3) and
amplified (4) signals were fed to a digital counter (5) and to a printer (6) and AE
count rate was determined above the fixed reference threshold. The AE signals at the
output of the amplifier (4) were recorded using a Nagra (7) magnetic tape recorder
with frequency response flat in the range 20 Hz-20 kHz. The recorded signals were
further processed using a digital oscilloscope (8) for determination of AE cumulative
(total) count, maximum frequency spectrum, rise-time of AE signals, their maximum
(peak) amplitude and also for determining of the relationship between AE and
mechanical parameters i.e. load and strain.

The experimental arrangement as given in Fig. 1 was used for investigation
performed in France. The measurements of AE event rate, cumulative (total) number of
events and of cumulative peak amplitude were performed in Poland on several samples
of the schist. The equipment used in Poland for the AE measurements was principally
almost the same as used in France but its frequency range was from 1 kHzup to 100 kHz.

3.3. Loading apparatus

The rock specimens were loaded in a manually-operated hydraulic testing
machine to avoid interference of its noises with the AE signals.

4. Experimental procedure

Loading rate effect on rock behaviour under uniaxial compression test was
investigated e. g. by HOUPERT [3], SALA [4] and KHAIR [5]. Behaviour characteristic
of geologic material is highly affected by the rate of applied stress and heterogeneity
of the vertical stress field distribution within the structure. Inhomogeneities and
discontinuities in rock which constitute obstacles for the fractures development,
generally recognised as “barries” that usually form the regions of increased strength,
are progressively overcome by the propagating fractures. An intervention of these
“bariers” is larger with lower loading rate than with higher loading rate. This
concept seems to be supported by examination of the rock failure surfaces perfor-
med by HOUPERT [3] because under lower loading rate, fracture surfaces were more
rough and the fragmentation of rock samples into much smaller pieces was
observed. Strength and dynamic behaviour of geologic material are reduced substan-
tially while the AE activity increases under very low rate of applied stress, indicating
also larger intervention of structural defects under lower stress rate [5]. The stress
rate effect is more pronounced especially if geologic material contains larger number
of defects i.e. inhomogeneities and discontinuities.
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The process of rock failure in laboratory under very low loading rate is
analogous to the failure process of rock mass in situ which usually occurs as a result
of very low stress rate. This process is investigated in seismology where a concept of
the “barriers” in a sense of the obstacle for a propagating crack was introduced by
Das and AKI [6]. Long term seismological observations usually show an increase of
seismicity which precedes occurrence of dynamic rock mass failure [7, 8, 9]. Long
term observations show also local rise of the terrain which precedes some of
earthquakes indicating higher rate of rock mass displacement i.e. a change of the
state of deformation relative to certain more or less long-lasting stable periods. Thus
these observations implied performance of the AE laboratory measurements at low
loading rate. They also implied concurrent measurements of both AE and strain
with the aim to use the data and the relationship between them in predicting of the
occurrence of dynamic seismic phenomena [10, 11, 12, 13].

In the present experiment the rock samples were tested under constant loading
rate of 170 N/s in 1 min intervals. After each 1 min increment of the load it was kept
constant up to the total decay of acoustic emission.

5. Sandstone data analysis
5.1. Strain analysis
The dependence of relative longitudinal (axial) strain &, transversal strain ¢, and

volumetric strain &, = g+ 2¢, on axial stress o, is given in Fig. 2a for a sandstone
sample. Several stages of deformation can be distinguished in the graph:

6 6
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Fig. 2. Dependence of: (a) longitudinal strain &, transversal strain &, voulmetric strain & and (b)
cumulative count N, of acoustic emission on stress o for sandstone.
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— stagein which defects do not develop; in case of primarily fissured rock it corresponds
to closing of the pre-existing microfissures which can be observed on curves ¢ and &, as
a convexity towards the strain axis; limit of compactness stage corresponds to stress .

— stage of linear-elastic deformation, characterised by linearity of all stress—strain
relationships; this phase is limited by the threshold of microcracking oF.

— stage of stable microcracks propagation; in this phase, above the threshold o,
a propagation of pre-existing microdefects begins and new microcracks develop
resulting in the effect of the so called microdilatancy (or relative dilatancy);
stress-transversal and volumetric strain plots loose their linearity, and growth of

. . Av ;
transversal strain occurs; relative sample volume (— = & + 2¢,) decreases whilst
longitudinal strain characteristic remains linear.

— stage of unstable, self- suporting microcracks propagation, observed above stress
o, characterised by nonlinearity of all the stress-strain curves; substantial increase
of & and increase of absolute sample volume, i.e. characterised by effect of
dilatancy (absolute dilatancy or macrodilatancy).

A macroscopic failure occurs as a result of bifurcation and localization of strains
in a limited region that constitutes a “nucleus” of approaching failure, usually in
a vertical spalling manner or in a shear mode [5]. Failure occurs at stresses higher
than the threshold at which the damage begins to localize.

HOUPERT et al. [14] characterise stress — volumetric strain relation for brittle
rock fracture by the ratio of the surface between stress axis ¢ and the volumetric
strain curve &, to the surface between stress axis ¢ and the linear extrapolation of the
linear part of the volumetric strain curve (which corresponds to the volumetric strain
curve for the same but not dilatant material), Fig. 2a. According to the authors [14]
this ratio properly defines a relative value of dilatancy.

A different representation of stress and strain curves, namely as a function of
loading time, Fig. 3, confirms existence of the discussed stages of the sandstone
deformation process.

5.2. Analysis of AE in sandstone

Simultaneous analysis of strain and of acoustic emission, i.e. of cumulative count

N. as a function of compressive stress, Fig. 2b and count rate N. as a function of

loading time ¢, Fig. 3, confirms existence of the four stages of the sandstone failure

process, namely:

— compactness stage in which AE is mostly due to the friction produced by closing
of the pre-existing fissures and which occurs up to approximately 10% of the
ultimate strenght g,

— linear-elastic deformation stage with low AE level that is observed up to
approximately 30% of oy,




404 M. CH. REYMOND AND A. JAROSZEWSKA

— between 30% and 60% of a,, the curve of volumetric deformation indicates an
effect of microdilatancy; this effect is accompanied by stable increase in AE which
begins near the threshold of microcracking o,

— between 60% and 80% of oy, AE activity increases which corresponds to the
effect of dilatancy; on average at about 70-80% o, a marked increase of AE is
observed which indicates the beginning of the heterogeneous strains distribution
that is the beginning of the process of their localization.
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Fig. 3. Dependence of stress o, volumetric strain &, and AE count rate N, on loading time ¢ for sandstone.

In general the AE cumulative count as a function of stress observed for the
sandstone, corresponded to ”Mogi” type, as presented in Fig. 4, [15].

Frequency spectrum analysis. A spectrum analysis was performed for the AE recorded
signals and the maximum spectra were determined for the successive stages of
deformation. The results obtained indicate evolution of the AE frequency spectra as
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Fig. 4. AE coumulative number of events or count as dependent on stress or loading time characteristic
for "Mogi” type of rock behaviour: (1) closing of fissures, (2) linear-elastic deformation, (3) stable
propagation, (4) unstable propagation of microcracks.

a function of load applied to the sample [16, 17]. The results of AE spectrum analysis
can be used for determining of the sample deformation stages in the failure process
of rock. Characteristic maximum frequency spectra of AE for various stress levels
are presented in Fig. 5 where:

a — corresponds to a stage of closing of pre-existing microfissures; relatively low
frequency spectral components are observed,

b, c,d — correspond respectively: to the initiation of microcracks, to the growth
of the microcracks grid density and to their coalescence: progressive upward shift of
the spectral components is observed,

e — corresponds to microcracks localization, since for 70-80% of oy, a shift of
the spectrum towards lower frequencies and decrease of dominant frequency from
8 kHz for the spectrum ”d”, to 2 kHz for the spectrum ’e” is observed; this effect
indicates an increase of the AE source dimensions.

Maximum amplitude and rise-time. A relationship between peak amplitude of AE signals
and their rise-time was determined using a digital storage oscilloscope. This
relationship is given in Fig. 6 for three sandstone samples. Each data point in the
graph is a mean of 10 measurements for each sample. The results obtained indicate
smaller rise-times for larger amplitudes of AE signals. The data are in agreement
with the model of behaviour of a concrete described by REYMOND [18] for which
smaller rise-times corresponded to AE signals of larger energy. With the increase of
stress level and consequently with the increase of energy in AE signals, these signals
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had smaller rise-times and thus gained spectral components of higher frequency.
These experiments [18] however, were carried out below the threshold of strains
localization and therefore the effect of lowering of AE signal frequencies in the final
stage of loading were not observed. '
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Fig. 6. Relations between maximum amplitude 4,, and rise-time T of AE signals in sandstone.

6. Schist data analysis

6.1. Analysis of strain and AE

Strain curves for shist in a process of compressive load show a linear character of
these functions, Fig. 7a. An effect of dilatancy was practically absent in the tested
samples. The samples deformed linearly almost in the whole range of the stress level
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Fig. 7. (a) Logitudinal strain &, transversal strain ¢, volumetric strain &, and (b) AE cumulative count N,
in schist as a function of stress a.

up to the ultimate strength limit. The volumetric strain curve lost linearity only for
the stress above 90% of the ultimate strength. Linear dependence was observed also
for the AE cumulative count up to the stress amounting to 85% of the ultimate
strenght on average, Fig. 7b. Above this value stable increase of the AE cumulative
count was observed which corresponded probably to the short-term stage of stable
microcracks propagation. In this region no correlation between AE and deformation
plots was found. The correlation was observed however, only for the stress above of
which the volumetric strain curve declined from linearity and a rapid growth of
cumulative count occurred. This significant growth of cumulative count indicated
a transition from stable to unstable microcracks propagation and so an initiation of
strains localization, THIMUS [19], REYMOND [20].

The characteristics of the AE cumulative number of events measured in Poland
and the AE cumulative count measured in France on the same schist were quite
similar. Both corresponded to ”Mogi” type of rock behaviour, Fig. 4. A dependence
of cumulative number of evants N, and of cumulative peak amplitude ZA,,, on
loading time ¢, obtained in Poland are presented in Fig. 8.

Both the curves had principally the same plot however, for some loading time,
a rapid increase of cumulative peak amplitude was observed, preceding substantially
an increase of cumulative number of events. This result may indicate an increase of
energy and an unstable propagation of some microcracks even at the stress level
corresponding to 15 min of loading, in the sample tested. In the final stage of load
after relatively short period of acoustic ,,quiescence”, a rapid increase of cum-
mulative number of AE events and of cumulative peak amplitudes, for stress about
90% of the ultimate strength, was observed indicating an initiation of strains
localization. The data on maximum amplitude show that it is a “sensitive” indicator
of rock behaviour under load and is a parameter closely correlated with AE source
mechanism.

The evolution of AE frequency spectrum and the dependence of maximum
amplitude of AE signal on its rise-time, have qualitatively the same character for the
schist as for the sandstone tested.
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Fig. 8§ Comulative number of events N, and cumulative maximum amplitude Y’ A,, of acoustic emission in
schist as a function of loading time ¢.

7. Discussion

A model of the failure process of inhomogeneous materials is generally, with
certain approximation, in agreement with Griffith’s theory and stems from the
assumption that cracks propagate chiefly by increasing in length. In this model an
initiation of microcracks is recognised, occuring above the threshold of microcrac-
king and next a stable and an unstable propagation of cracks [21]. To this model
such materials as glass, ceramics and some metals seem to suit well, whereas
propagation of cracks by their elongation does not seem to be compatible with
mineralogical data and with experimental observations of the behaviour of in-
homogeneous rock. Actually, a failure of inhomogeneous rock seems to result from
the growth in number (density) of elementary microcracks and consequently from
the expansion of the dense grid of these microcracks with the dimensions determined



410 M. CH. REYMOND AND A. JAROSZEWSKA

by dimensions of rock grains or crystals. Most often a grid of primary discontinuities
and microfissures pre-existing in inhomogeneous rock is a source of opening and
multiplying of new microfractures above the threshold stress corresponding to
microcracks initiation. It is only just prior to failure when microcracks density exceeds
the critical value, that some microcraks in a limited local area coalesce, often through
the pre-existing fissures, leading to the fragmentation of rock sample, PERAMI[22]. The
obtained AE and strain data for the tested schist seem to indicate that the failure process
in this case may occur, with approximation, in agreement with the model discussed.

8. Conclusion

On the grounds of AE and strain characteristics a possibility of determination of
initiation of fault plane localization in rock under uniaxial compressive stress was
examined. In investigation also the effect of loading rate of the samples on the
behaviour of rock was taken into account and a slow failure process was chosen to
enable extrapolation of laboratory data to field studies.

Analysis of experimental data for the sandstone and the schist can be used for
approximate determination of the stress corresponding to the threshold of strains
localization. The threshold of strains localization was observed for substantially
different values of stress level relative to the ultimate strength, depending on the
degree of dilatancy and the degree of homogeneity of the samples tested.

Comparison of the AE and the strain data seems to indicate larger sensitivity of
the AE method relative to the method of strain measurement in studying of rock
deformation process; for example for the schist a marked increase of AE activity was
observed even within the limit of linearity of strain characteristics. This thesis seems
to be justified since the AE signals are generated by the discrete local material
instabilities while the strain characteristics result from averaged data for the whole
sample. The present results are in agreement with the data obtained by THIERCELIN
[23] who reported the microcracks initiation thresholds for some rocks as determined
by AE, to occur at lower stresses than the thresholds determined on the grounds of
strain measurements.
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SAW SENSOR FOR NO, DETECTION UTILIZING THE DYNAMIC CHARACTERISTIC
OF THE DEVICE

W. JAKUBIK and M. URBANCZYK

Institute of Physics, Silesian Technical University
ul. Krzywoustego 2, 44-100 Gliwice, Poland

A surface acoustic wave (SAW) sensor for NO, detection with CuP¢ and PbPc layers,
based on the dynamic characteristic of the lowest frequency mode has been developed. For
the investigated concentrations range the changes in the device response, 4 f = f—fy, were
very large (from a few kHz to even 10kHz), which resulted in a “jumping’ of the generation
system to the next frequency modes. Thus, we were not able to observe the saturation levels
for the investigated concentrations and prepared phthalocyanine layers. Therefore, we
decided to determine the NO, concentration after 480s from the moment when gas was
allowed to flow through the measuring chamber. At a constant gas flow rate we have
obtained a good linear dependence between the device output signal and the NO,
concentration in pure air. In the case of CuPc films (0.27um and 0.72 pm) the greatest
sensitivity (130 Hz/ppm) has been obtained at a thinner layer and a higher gas [low rate.
The sensitivity of the investigated PbPc layer (0.083 um) was much higher (from 1200
Hz/ppm at 27°C to 2000 Hz/ppm at 70°C), thus was had to use a small concentration range
(from 0.6 to 3.2 ppm NO;) in order to maintain oscillations for at least 480s. Besides, the
response of the device depends on temperature. At a higher temperature the magnitude of
the response was greater and the response time shorter at this same gas concentration.

1. Introduction

Increasing pollution of the natural environment (especially of the atmosphere)
stimulates research concerning new methods of monitoring the existing pollution.
Gas detectors based on surface acoustic waves are now intensively investigated [1-5,
9, 10]. Adequately chosen active phthalocyanine layers in an acoustic dual delay line
system have made it possible to design sensors with an especially high sensitivity,
a small size and at a relatively low price. The basic principle of the measuring
system, which is now well known, has been shown in Fig. 1.

Investigations carried out by many research teams in the past proved, that for
the detection of NO, thin films of copper or lead phthalocyanines should be used
(6-8]. Principally, any change in the physical properties of the thin active laver placed
on a piezoelectric surface, can affect SAW propagation, However, from the practical
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s

Fig. 1. The basic principle of the SAW dual delay-line oscillator system.

point of view only the two following effects have a potential meaning for phthalocyani-
nes. Namely, a change in the mass density of the film, and a change in its electrical
conductivity. Moreover, in the case of semiconducting layers the change in electrical
conductivity is about three orders of magnitude bigger than that induced by mass
loading[1, 5]. So, we can say, that as a result of changing the mass density and electrical
conductivity of the thin phthalocyanine layer, the SAW velocity undergoes a change.
These changes can be observed and measured as a frequency difference in dual acoustic
delay lines — the delay line with an active thin layer and the reference delay line.
As a result of analysing the phase conditions of the generation system, the
following formula defining the difference frequency has been derived [6, 12]:

af=1—f="" 2 b-wo) 8

where n — integer, defining the number of frequency modes, /' — frequency in the
measuring path with the phthalocyanine layer, f; — frequency in the reference delay
line, &, — phase shift in the entire external circuit, v — propagation velocity of SAW
in the measuring path, v, — velocity in the reference line, L — length of the acoustic
path (distance between the central points of the transducers).

If we aasume, that @, is constant (which is possible when the amplifier works in
stable conditions) and the temperature is constant, then the relative change of the
difference frequency is:

Af _,4v
E_k o (1.2)

where k is the fraction of the centre- to-centre distance between the transducers
affected by perturbation. '

The change of the SAW velocity, v,, can then be measured by means of precise
measurements of the operating frequency, f, in the oscillator circuit of the device.
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The only problem of the SAW sensor is caused by jumping” of the generation
system to higher operating frequencies during the interaction of the thin CuPc layers
with NO, molecules. This problem is connected with the modal characteristic of the
device and will be described ‘in detail in the reference [11].

The best solution of this problem has been proposed in paper [1], where the
authors made the transducers as long as the delay distance between the transducers.
The oscillator operated only at one mode determinated by the fundamental resonant
frequency.

2. Experimental
2.1. Layer preparation

CuPc layers with a thickness of about 0.27 pm and 0.72 pm and 0.083 pm for PbPc
on aLiNbO; substrate, made by means of the vacuum sublimation method, have been
prepared for investigations. The source of phthalocyanine vapour consisted of a quartz
crucible placed in a properly formed tungsten spiral. Before the specific process of the
sublimation, a copper phthalocyanine was initially out-gassed for 15 to 20 minutes at
a temperature of 200°C, in a vacuum (10" Tr). The source temperature was about
600°C and the thickness was measured making use of the interference method.

2.2. Acoustic paths

Two identical delay lines were fabricated on the y-cut, z-propagating LiNbO;
substrate.

We have obtained the fundamental resonant frequency fy =42 MHz and the
transducer bandwidth was about Af'= 0.9 MHz.

For investigations we utilized the lowest frequency modes of the device (n = 1).
It was about 30 kHz for the 0.27 pm and 103 kHz for the 0.72 um CuPc layer and
103 kHz for the 0.083 um PbPc layer in the differential frequency of two acoustic
oscillators. These modes were most sensitive for the studied film thicknesses and
investigated NO, concentration range in pure air. The sensitivities of the higher
frequency modes will be the subject of further researches.

3. Experimental system

All measurements were carried out with the use of a microprocessor system,
which permitted the acquisition of difference frequencies, 4f. The main part of the
setup was an aluminium vacuum chamber, wherein the prepared acoustic wavegui-
des were placed. The temperature was measured on the crystal surface by a ther-
mocouple which permitted its stabilization inside the chamber within 0.1°C. Almost
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all the measurements were carried out at this same temperature of 30°C. Before
measurements were taken, the chamber was initially evacuated to about 1 torr. Next,
only pure air was allowed to flow through the chamber. It was then possible to
determine the most stable working points of the oscillators at the required tem-
perature. The maximal long-term (5h) temperature drift of the differential frequency,
Af, was about 20 Hz.

NO, gas and synthesised air were batched by means of simple system described
in the reference [12]. The process of attaining the required homogeneous concent-
rations i the measuring chamber can be described by a simple equation (analogicaly
to the charging of the condenser);

-0

:(:}:co(l—eT’O’), 3.1)

where: ¢, — is the demanded gas concentration defined by the dosing system, Q — the
gas flow rate, V, — the cell and tubing volume.

For our experimental system we had the following magnitudes: cell volume — 30
cm® and tubing volume — 20 cm’®, thus ¥} is equal to 50 cm?. The measurements were
carried out for two values of the gas flow rates, namely for Q equal to 55 cm®/s or
27.5 cm’/s.

The time constants defined by T = V,/Q are then equal to about 1 or 2 seconds.
A homogeneous concentration is obtained after flushing the chamber seven times for
7 or 14 seconds, respectively [2].

4. Results

In the case of the investigated thin phthalocyanine films and NO, concentrations
we were not able to detect the saturation level of the difference frequencies. It was
caused by too large frequency changes and ”jumping” of the generation system to
higher frequency modes. Thus, we have decided to utilize the dynamic characteristics
of the device. They are shown in Figs. 2 and 3 for the 0.27 pm CuPc layer, for two
different flow rates. The same characteristic has been obtained for 0.72 pm CuPc
and 0.083 um PbPc films. From the dynamic characteristic of this type it is possible
to determine the device response, for example after 480s, from the moment when gas
was allowed to flow through the measuring chamber.

The device response response signal, 4/(480), for two investigated CuPc films,
versus the NO, concentration in air is shown in Fig. 4. For the 0.27 pm layer two
different flow rates have been studied. A good linear dependence, with correlation
coefficients from 0.983 to 0.998, has been reached. For the 0.083 um PbPc film the
response was so high that we had to use much smaller concentrations (from 0.6 to
3.2 ppm in air) in order to maintain the oscillations for at least 480 s. The results are
shown in Fig. 5 for two different temperatures.
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Fig. 2. Responses of the 0.27 pm CuPc layer to four NO; concentrations in air and for an entire gas flow
rate of 27.5 cm®/s. The small arrows indicate the moments when the NO? flow is cut off.

The regeneration times of the investigated layers in the measuring temperature
30°C, were very long (~10 h). Practically, for other gas concentrations the measure-
ments were possible on the next day. In higher temperature however, the recovery
time becomes much shorter (~1h).
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Fig. 3. Responses of the 0.27 um CuPc layer to four NO, concentrations in air and for an entire gas {low
rate of 27.5 ecm®(s. The arrows indicate the same as in Fig. 2.
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5. Conclusions

We are proposing a new way of determining the gas concentration basing on the
dynamic characteristic of the device. In the case of our experimental system it was
rather necessary, but we think that it can be a good method to determine the gas
concentration for the layers with long response times (at room temperature). The
determining time (480s in our case) should be much longer than the time constant of
the experimental system.

For the investigated concentration range from 30 to 90 ppm of NO; in air for
CuPc and 0.6 to 3.2 ppm for PbPc layer we have obtained a good linear dependence
(Fig. 4 and 5).

The best sensitivity (130 Hz/ppm) was reached for the thinner (0.27 um) CuPc
layer and for higher (50 cm®/s) gas flow rates. This is connected with the sheet
conducitivity of the films (product of thickness and conductivity). For the thinner
layer we have a smaller sheet conductivity and thus a greater change in the relative
changes of velocity. The flow rate dependence of the response can be explained by
the greater creating velocity of the ionised states at the surface [7], and thus in
a faster change in the surface conductivity. The almost complete lack of reversibility
of the NO, effect is undoubtedly connected with the temperature. At higher
temperatures the recovery times become much shorter [8].

The sensitivity of the PbPc layer for the detection of NO, was much greater — from
1200 Hz/ppm at 27°C to 2000 Hz/ppm at 70°C (Fig. 5). The temperature dependence
of the sensitivity can be related to the temperature dependence of the mobility of the
charge carriers, and/or the easier charge exchange between interacting molecules.
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Experimental results for magnetic field influence on the ultrasonic anisotropy
in magnetic fluids are reported. The measurements have been carried out for the
frequency 3.37 MHz, at the temperature 20°C and magnetic field of strength B = 100mT,
200 mT and 500 mT. The results were analyzed in terms of Gotoh/Chung theory
and Taketomi theory. The former was found to exhibit a lack of inner consistency
while the latter gives reliable values of the physical parameters obtained by best-fit
procedure.

1. Introduction

Magnetic liquids are homogeneous colloidal suspensions of ferromagnetic par-
ticles in a carrier liquid, such as water, mineral oil, or an organic compound [1, 2].
Typically, the diameter of the magnetic particles or grains in the suspension ranges
from 50 to 100 A They are coated with a surface-active dispersive medium to avoid
coagulation. However, even if atrraction between the magnetic particles is weak
some coagulationn dependent on the temperature, the external magnetic field, as well
as their concentration cannot be avoided.

An external magnetic field acting on a magnetic liquid gives rise to a volume
magnetic moment: simultaneously, the magnetization of the liquid undergoes
a variation achieving saturation at a well defined value of magnetic field induction.
The physical mechanism underlying the macroscopic magnetization of a magnetic
liquid in an external magnetic field is related with the fact that the particles possess
a rotational degree of freedom. Under the influence of the external magnetic field,
by way of the electromagnetic interaction, a spatial moment appears in the liquid
and orients the particle magnetic dipoles along the field direction.

Moreover, the magnetic particles in the magnetic liquid were observed to form
chain-like structures due to their mutual magnetic interaction under an external
magnetic field. The clusters arising under these conditions can contain more than 10°
particles and attain a size of several micrometers [3, 4].
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One of the most interesting features of magnetic liquids is their anisotropic
behaviour: their physical properties exhibit directional effects of the magnetic field.
One of the methods to study this anisotropy is by measuring the ultrasonic velocity
and attenuation as a function of the magnetic field angle 0.

The anisotropy of sound velocity and attenuation in a magnetic fluid under an
external magnetic field was studied by several authors both theoretically and
experimentally [5-8]. However, there are still many problems that require elucida-
tion. In this and subsequent articles we will report the results of our experimental
studies of the ultrasonic properties of magnetic liquids and a comparison of the
experimental findings with existing theories.

2. Theoretical background

The linear hydrodynamical theory of a magnetic liquid in a magnetic field is due
to PARSONS [5], who dealt with magnetic fluids as nematic liquid crystals. Thus, he
introduced a director #, i.e. a unit vector parallel to the local magnetization vector.
Neglecting the spatial derivative terms of order higher than the first, he obtained the
following expressions for the velocity and absorption coefficient of the ultrasonic
wave in a magnetic liquid:

c—a_ wy;  orl-(o/w)’]
e 8pein [1—(w/0) T+ (1)

o'y [1-(o/w)]?
 8pc? [1—(w/w.)* P+ (w1)?

where p is the magnetic liquid density, w is the angular frequency of the sound wave,
c is the sound velocity and w, is given by

wc=‘VmUH/1: (3)

with 7 — the moment of inertia density of the colloidal particles, m, — the average of
the magnetization throughout the fluids, and t is defined as

T = y1/(moH). @)

The constants y, and y, can be expressed in terms of Leslie’s coefficient appearing in
the theory of liquid crystals [9]. Parson’s theory states that the ultrasonic velocity
and absorption coefficient are endowed with anisotropy dependent on the angle
0 between the propagation direction of the wave and the direction of the magnetic
field H. According to Parsons, this anisotropy is proportional to sin*20.
Experiment, however, failed to confirm Parsons’ theory [6, 7]. Accordingly,
GoToH and CHUNG [7], on the basis of the work of TARAPOV [10] proceeded to
derive a set of magnetohydrodynamical equations for magnetic liquids in an external
DC magnetic field. Linearizing the equations, they obtained expressions for the

5 sin’20, (1

sin20, (2
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velocity and attenuation of the sound wave. In a first approximation, their theory leads
to the following expressions for the attenuation and velocity of the ultrasonic wave:

1+ax
=cy | ) 5
¢ G 1+azx ()
- l1+a;x 1 +asx+asx? ©)
S0 Trax (tax)?

where x = sin’0. The coefficients a;, a;, a; and a, are in general highly complicated
functions of the squared magnetic field strength H? and various material constants
characterizing the magnetic liquid. Their determination requires that the functions
of state p(p, s), T(p, s) and M(p, T. H) shall be available. Nonetheless, the Egs. (5)
and (6) permit a qualitative prediction of the behaviour of the ultrasonic velocity
and attenuation as functions of the angle # between the direction of H and the
propagation direction of the wave. Analysis of the derivative

d
Ej = cosin0cosO(1+a,x) " 2(1 +ax ) (a, — as) o)

shows that in the interval 0 < O < 90° the dc/d0 undergoes no change in sign and
vanishes at the boundaries. Thus, the velocity changes monotonically with 0 and has
extreme values at both ends of the above interval, whereas the answer to the
question of whether we deal with a decrease or an increase of the velocity depends
on the sign of the expression a, — a,. Similarly, the analysis of the derivative

d
a"_OOt = apsin0cosO(1+ a;x) (1 4+ asx) " (Ao + A1 x+ A>%%), (8)

where
Ay = a;+2a,— Sa, , Ay = 3a1a2—4a|a4—3aga4+4a3 , A= 5(11(13—21‘.11(12(14—(1304

shows that depending on the value of the coefficients a;’s, attenuation has two, one
or no extreme points in the interval 0 < O < 90°. Obviously, the linear hydro-
dynamical theory of Parsons and the magnetohydrodynamical theory of Gotoh and
Chung lead to completely different predictions concerning the anisotropy of the
ultrasonic wave propagation velocity in magnetic liquids.

The equations of motion adopted by GOTOH and CHUNG [7] do not take into
account internal freedoms of the fluid. However, magneto-optical experiments [3, 4]
suggest that in the presence of an external magnetic field the magnetic particles form
chain-likes clusters which remain in the sample even after removal of the field. With
this in mind TAKETOMI [8]) developed a theory which attributes the anisotropy of the
sound absorption coefficient to the two types of motion of the clusters: rational and
translational. Using a special liquid crystal theory [11] he obtained the following
expression for the sound attenuation arising from rotation of the magnetic particles:
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w® (4 " .
ot = 73| =M+ Ms+205c08° 0+ cos’0 | , 9)
2pc’\3

where #,, 1, are the shear and bulk viscosities respectively, and oy, a5 are Leslie’s
coefficients [9]. It can be noted that neglecting the third and fourth terms on the
righthand side of Eq. [9] one obtains the sound absorption coefficient of ordinary
fluids. In order to evaluate the translational motion contribution to the coefficient of
absorption of the ultrasonic wave in a magnetic fluid Taketomi assumed the model
of a vibrating sphere in viscous fluid. Calculating the dissipative energy per unit
volume of the magnetic fluid, he obtained the following equation for the additive
sound attenuation due to translational motion of the clusters:

3nneaw’® VN (6rne+ poVw)/(k*c)

HE = 3 1
% (sinf0—p, Ve /k*)+ (6nnoaw k) (10)

where k is the force constant, g, o are the density and shear viscosity of the solvent,
N is the number density of the clusters and p,,, V, a are the density, volume and radius
of the cluster respectively. Qualitatively, the sum of Egs. (9) and (10) gives predictions
similar to the theory of Gotoh and Chung (two extrema in the interval 0 < 0 <90°%)
but is more useful since it enables the assessment of some physical parameters
characterizing magnetic fluids such as the number density and radious of the clusters.

3. Experimental technique

Measurements of absorption and velocity were carried out using the Matec
pulse-echo technique (Fig. 1). The radio-frequency gated amplifier model 755 and
gating modulator model 7700 were used to drive the piezoceramic transducer. The
ultrasonic pulse, on traversal of the sample, was detected by the receiver transducer and
amplified in a wide-band amplifier. The resulting pulse-echo train was observed on
a CRT display. The velocity of the ultrasonic wave can be evaluated from the expression

¢ =2If, (11)

where [ is the distance between the transducers and f is the inverse of the double
round trip time in the sample.

The model 2460B Automatic Attenuation Recorder measures the logarithmic
difference (in dB) between two selected echos, say A and B, if the time gates correctly
cover the main portion of the echoes. When A and B are two consecutive echoes the
log(A/B) output is proportional to the absorption coefficient of the sample. The
variations of log(A/B), e.g. as a function of the angle @, give direct changes in the
absorption coefficient. The accuracy of our determination of the velocity was of the
order of 0.05% whereas changes in absorption coefficient were measured with error less
than 1%. The absolute values of the absorption coefficient were accurate within + 5%.
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Fig. 1. Block diagram of the experimental setup.

The ultrasonic cell used in our measurements was made of brass. For the angular
dependence experiment the magnetic field was rotated by five degrees each time
while the measuring cell remained stationary in the gap between the electromagnetic
pole pieces. The magnetic field induction was measured to within 0.5% with a F.W.
Bell Gaussmeter model 9200.

4. Results and analysis

Our measurements were carried out in a magnetic liquid denoted as EMG-605
(produced by Ferrofluidics Inc.) consisting of magnetite particles Fe;O, suspended in
water. The values of saturation magnetization, initial susceptibility, volume concent-
ration and viscosity were 20 mT, 0.5, 3.5% and < 0.5 N -m™ (at 25°C), respectively.
The particle distribution was a normal distribution with a maximum at 100 A The
measurements were carried out in 20°C at 4.37 MHz and in three magnetic fields B,
namely 100 mT, 200 mT and 500 mT.

The angular dependence of ultrasonic velocity for the three values of B is shown
in Fig. 2. Without any numerical analysis it is obvious that the experimental data do .
not vary in the manner predicted by Parson’s theory, i.e as sin?20. The solid, dashed
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Fig. 2. Angular dependence of the ultrasonic velocity [or f = 4.37 MHz in three magnetic field strengths.
The solid, dashed and dotted lines represent the Gotoh and Chung theory for 100 mT, 200 mT
and 500mT, respectively.

and dotted lines correspond to Eq.(5) proposed by Gotoh and Chung for 100 mT,
200 mT and 500 mT respectively, and were obtained with the best-fit procedure.
Agreement between experiment and theory is fair, except for higher values of B for
which the experimental points lie systematically above the theoretical curves.
However, the data distribution does not decrease monotonically as predicted by
Eq.(5) but exhibit two small extrema on both ends of the interval 0 < 0 <90°

Figure 3 shows the results for attenuatiuon, 4a = o —ay(0 = 0), versus 0 for three
values of B: 100 mT, 200 mT and 500 mT. Here, also, the experimental data do not
match Parson’s experssion given by Eq.(2). The lines drawn in Fig. 2 were obtained
by fitting the attenuation data to Eq.(6) derived by Gotoh and Chung. Qualitatively,
agreement between the experimental data and the theoretical lines is quite good
though one aspect of this fitting requires clarification. Below we give the expressions
used to draw the theoretical lines in Figs. 1 and 2:

142.20x 140.17x40.23 x2
B T AEr (I F0aEaT
+0.46x  (1+0.46x) for 100 mT

1—-0.82441x
= ’437-68\/ 120823995

T B
it 29_3\/1 +3.19x 1+2.57x+1.53x

1+1.63x  (1+1.63x) ° for 200 mT
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The coefficients @, and a, which appear both in Eqs.(5) and (6) should have similar (if
not the same) values for given magnetic fields since the velocity and attenuation were
measured under the same thermodynamical conditions and at the same frequency of
the ultrasonic wave. This is not the case. In fact, it is impossible to get satisfactory
agreement between experiment and Gotoh/Chung theory when the coefficients a,
and a, obtained from fitting the velocity data to Eq.(5) are inserted into Eq.(6) for
attenuation and the fitting procedure is restricted only to the coefficients a; and as.
This indicates that the Gotoh/Chung theory lacks inner consistency. One possible
origin of this situation seems to reside in the approximation used to solve the
eigenvalue equation. However, the usefulness of the Gotoh/Chung theory is very
limited since it is rather difficult to deduce any valuable information concerning the
magnetic liquid on the basis of the parameters obtained through the fitting process.

Figure 4 shows the results of the analysis of the angular dependency of the
absorption coefficient in terms of Taketomi’s theory. The solid, dashed and dotted
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Fig. 4. Angular dependence of the absorption coefficient o for f = MHz in three magnelic field strengths.
The solid, dashed and dotted lines represent Taketomi theory for 100 mT, 200 mT and 500 mT,
respectively.

lines were obtained by fitting the experimental results to the sum of Egs.(9) and (10).
The fitting parameters values, n,+4/3#;, as, oy, a, k, N are listed in Table 1. Here,
we take the values o = 0.1003 N :s-m™, py = 996 km -m™ for water, and p,, = 5240
kg m for magnetite.

The values of n,+4/3n, listed in Table 1 show that viscosity is about 4 — 5 cP and
increases slightly with the magnetic field. The viscosity values obtained are close to
those reported by the Ferrofluidics Corp.

Table 1

B | weamm | % i ax 10° k Nx 107
mT N-m?-s! N-m?.g! N-m?-g! m N-m?! m?
100 | 0414002 | 0074002 | 0132001 | 1.678+0.002 | 4274005 | S6+4 |
200 | 0424006 | 0134003 | 0084001 | 167340009 | 2.874+0.09 5644

| 500 | 0484003 | 010£001 | 0055001 | 16840009 | 0.14:0.02 5743

Table 1 shows that the cluster radius and number density of the clusters do not
change (within error) with respect to the magnetic field. We speculate that in the
external magnetic field B = 100 mT most of the magnetic particles are bounded
within the clusters so the further increase of the magnetic field neither changes the
number density of the cluster nor its radius. If we assume the magnetic particles to
be spheres of radius 100 A then the number density of the magnetic particles is
obtained to be 2.6 x 10** m™,
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The force constant k depends strongly on the magnetic field, i.e. k decreases with
the external field. The same effect was observed by TAKETOMI [11] who proposed
the explanation of this behaviour.

The Taketomi’s theory enables the assessment of some useful parameters
characterizing magnetic liquids. However, it would be desirable to expand the
Taketomi model to include an expression for the ultrasonic velocity.
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ULTRASONIC INVESTIGATIONS OF INCLUSION COMPLEXES OF a-CYCLODEXTRIN WITH
SODIUM ALKYL SULFATES. KINETIC AND THERMODYNAMIC PARAMETERS
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Velocity and attenuation measurements of ultrasonic waves in aqueous solutions of
a-cyclodextrin containing different sodium alkyl sulfates were made. The occurrence of an
ultrasonic relaxation process, most probably connected with a deeper penetration of the
alkyl chain into the cyclodexirin cavity and a more tight structure of the inclusion
complexes of a-cyclodextrin with sodium decyl-, dodecyl- and tetradecyl sulfates, has been
established. Thermodynamic and kinetic parameters related to this process have been
calculated.

1. Introduction

Cyclodextrins (CD) are known to form so-called inclusion compounds by
capturing a number of compounds into their cavities. CD are cyclic carbohydrates
consisting of six (x-CD), seven (f-CD), or eight (y-CD) D—(+) — glucopyranose
units linked by a— (1.4) interglucose bonds. CD has a unique spatial configuration
forming a torus shaped molecular structure with a hydrophilic exterior and a hydro-
phobic interior. The hydrophobic cavity forms an ideal harbor in which poorly
water-soluble molecules can shelter their most hydrophobic parts. The contact
between such a poorly soluble compound and CD in aqueous enviroment can result
in complexation in that no covalent bonds are formed. Due to the hydrophilic
outside of the CD, such a complex is a soluble entity on its own. Thus, the CD has
been well-known to form inclusion compounds with a variety of molecular species
by several kinds of driving forces [1, 2], where the hydrophobic interaction has been
found to play an important role [2-6).
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Inclusion of organic compounds by CD sometimes inhibits oxidation or bio-
logical digestion of the included compounds. The inclusion complexes have been,
therefore, widely used in the fields of food, drug and agricultural industries as an
encapsulating agent to protect sensitive molecules in hostile environments. CS also
show catalytic activities in many kinds of reactions such as hydrolysis, decarboxyla-
tion, hydrogenation of olefins, site-specific substitution reactions of included com-
pounds, and so on. Thus it would be of special interest to determine the fundamental
processes at work when the cyclodextrin play host to other molecules in the solution.

It has been demonstrated that the addition of CD to an aqueous solution of
a surfactant affects dramatically the physicochemical properties of the solution [7-32].
The reason for these changes is the ability of CD to screen the hydrophobic moieties of
the surfactant molecules from contact with the surrounding aqueous media by the
formation of an inclusion complex in'which the hydrophobic chain of the sufractant is
inserted into the CD cavity. As a result, surfactants are ideal guests which allow
a systematic study of complexation with cyclodextrins since both their hydrophobic
and hydrophilic (with different degree of hydrophobicity) moieties can be systemati-
cally changed. Indeed, the ability of cyclodextrins to modify the physicochemical
properties of such aqueous solutions has been used to study their complexation
behavior with surfactants, and a variety of experimental techniques have been used for
this purpose. They include conductivity [10-16], competitive bindind using UV
—visible and fluorescent probes [16-21], NMR [22], surface tension [23], sound velocity
[24-28] ultrasound absorption [29, 30] and electrochemical [24, 31, 32] methods.

The ultrasonic spectroscopy technique is an important tool for the elucidation of
basic solution processes and reaction mechanisms occurring in the microsecond to
nanosecond range. Despite of the kinetic information, ultrasonic relaxation studies
can provide thermodynamic information about the relaxation process [29, 30, 33,
34]). One such area still not well understood is the inclusion of guest molecules by
cyclodextrins in their cavities.

In this article the results of the ultrasonic investigation of the inclusion
complexes of x-cyclodextrin (x-CD) with sodium alkyl sulfates C,H,,,, OSO;Na
(n=6, 8, 10, 12, 14) are presented.

2. Experimental part

Measurements of the ultrasonic velocity and the attenuation coefficient «/f?, in
the aqueous solutions of the «-CD with the sodium alkyl sulfates C,Hz,; OSO;
(n = 6,8, 10, 12, 14) were performed in the frequency range 1-150 MHz at 15, 25, 35
and 45°C and the concentration of 0.04M of each of the component. At 25° the
measurements were also made for 0.01, 0.02 and 0.03 M equimolar solutions.

The measurements were made by means of the resonator [35-37] and pulse [34,
38] methods in the frequency range 1-10 MHz and 10-150 MHz, respectively. The
measurement errors were about 5% for the former method and below 1% for the



ULTRASONIC INVESTIGATIONS OF INCLUSION COMPLEXES... 433

latter one. Detailed descriptions of the equipments used in the resonator and pulse
methods are presented in [36, 37] and [38, 39], respectively.

The theoretical curves were fitted to the experimental results by means of
computer calculation programs. Those curves are given by the well known theoreti-
cal equation

fif A5

B2 L (i)

where f is the measured frequency, fr; the relaxation frequency, u = (x—Bf?)1
represents the excess attenuation wavelength A(A = ¢/f, ¢ is the ultrasonic velocity),
a is the ultrasonic attenuation, B is the contribution to sound attenuation from any
other processes that may occur at higher frequencies beyond the frequency range
measured, fr, is the maximum excess attenuation per wavelength, n is the number of
relaxation processes.

3. Results and discussion

Results of the measurements are presented in Table 1 and Figs. 1, 2.
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Fig. 1. Representative plot of the excess sound attenuation per wavelength, u, vs. frequency, f, for the
aqueous solution of «-CD and sodium octyl sulfate. Temperature 25°C, concentration
C = 0.04M.



Table 1. Ultrasonic relaxation parameters, sound velocities and densities at various temperatures and

concentirations for the aqueous solutions of x-cyclodextrin with sodium alkyl sulfates.

4 ( [°C] } cm™] \ £, [MHz] | s X 108 f f2 [MHZ] ' Lz X 10° ] ¢ [m/s] | p [kg/m’] |
a-cyclodextrin
15 0.04 15.9 264 14782 1009.0
25 0.04 16.7 234 1506.0 1004.9
35 0.04 18.8 204 1528.9 1001.2
45 0.04 19.6 189 1543.4 997.0
25 0.03 16.8 172 1503.6 1003.1
25 0.02 16.7 102 1501.4 10010 |
25 0.01 16.4 68.2 1499.1 9990 |

x-cyclodextrin + sodium hexyl sulfate

15 0.04 18.0 284 1480.1 1009.3
25 0.04 189 250 1510.0 1005.3
35 0.04 206 210 1530.0 1001.5
45 0.04 22.1 203 1546.2 997.5
25 0.03 18.8 175 1506.7 1003.0
25 0.02 18.5 103 1503.3 1001.2
25 0.01 19.2 69.3 1500.1 999.1
u-cyclodextrin + sodium octyl sulfate
15 0.04 19.5 287 1481.2 1009.6 i
25 0.04 20.2 259 1511.7 10056 |
35 0.04 219 233 1531.6 1001.7
45 0.04 24.0 203 1550.5 997.7 |
25 0.03 20.5 193 1508.0 1003.5
25 0.02 204 109 1504.3 10016 |
25 0.01 203 70.5 1500.4 9992 |

[434]



a-cyclodextrin + sodium decyl sulfate

Table 1 [cont.]

15 0.04 247 293 54 778.3 1480.3 1010.8
25 0.04 2538 263 6.3 85.6 1511.87 | 1007.0
35 0.04 28.1 240 8.8 96.8 1530.5 1003.0
45 0.04 299 205 9.9 106 1549.4 999.1
25 0.03 26.0 206 5.9 71.5 1508.1 1004.5
25 0.02 25.8 120 6.4 38.4 1504.3 1001.9
25 0.01 25.3 70.7 6.2 20.1 1500.5 999.6

u-cyclodextrin + sodium dodecyl sulfate

;r 15 0.04 321 319 7.0 157.3 1481.9 10127

Y 0.04 336 283 8.0 181 1512.1 1008.9
35 0.04 36.1 261 9.4 210 1531.9 1004.7
45 0.04 38.0 222 11.2 25 1550.8 1000.8
25 0.03 338 227 78 129 1508.1 1005.7
25 0.02 339 128 8.0 105 1504.4 1002.5
25 0.01 334 772 7.9 53.1 1500.6 1000.0

a-cyclodextrin + sodium tetradecyl sulfate

15 0.04 34.1 336 7.6 216.3 1482.1 1013.6
25 0.04 35.7 290 8.9 247 1513.0 1009.8
35 0.04 38.3 254 9.6 278 1533.0 1005.7 |
4s 0.04 39.9 234 10.9 333 1551.8 1001.8 |

| 2 0.03 353 28 9.3 168 1509.1 1006.6

T 0.02 36.0 144 9.0 112 1504.8 1003.4
25 0.01 36.1 83.1 8.6 64.5 1500.8 1000.3

(435]
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Fig. 2. Representalive plot of the excess sound atlenuation per wavelength, g, vs. frequency, f,
for the aqueous solution of x-CD and sodium dodecyl sulfate. Temperature 25°C,
concentration C = 0.04M.

As an result of the carried out measurements, the high frequency relaxation
processes 18-33 MHz have been found in all the investigated aqueous solutions of
2-CD and the surfactants. The ultrasonic, kinetic and thermodynamic parameters of
these processes are similar to those for the aqueous solution of «-CD without
surfactants [39]. These relaxation processes are caused by the water molecule
exchange in the hydratation shell of the a-CD molecule [29, 40]. Thus one can
conclude that this kind of exchange is only slightly modified by the surfactant
accomodated in the cavity of CD. More information about that will be published in
another work.

In aqueous solutions of sodium decyl-, dodecyl- and tetradecylsulfate with
2-CD, additional low-frequency relaxation processes were found. Within the limits
of the experimental error (= +5%), for all these processes there is no dependence of
the relaxation frequency f, on the concentration of the solution C within the
investigated /, and C ranges. A linear dependence of the maximum excess at-
tenuation per wavelength u,, on the concentration C has been found. Both these
experimental facts indicate that the origin of these low-frequency relaxation proces-
ses is a first-order or pseudo-first-order reaction, the equilibrium of which is
disturbed by the propagating ultrasonic wave
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k
A, k:A (3.1)

-1

where, in this case, 4, and 4, denote two stages of the inclusion complex, k, and k.,
are the rate constants for the direct and opposite reactions, respectively.

For this kind of reaction, the following kinetic and thermodynamic formulas can
be derived [41-43].

The relaxation time 7' is given by
5 kT
o =2, = ki + k= ka(l + k) = ——exp(4S*/ R) exp (-4 H%RT) (1 + K), (3.2)

where K = k, /k_, is the equilibrium constant for reaction (3.1) 4S5*, and 4 H*, are
the activation entropy and activation enthalpy for the opposite reaction, respec-
tively, T is the absolute temperature, R is the gas constant, k is the Boltzmann
constant and 4 is the Planck constant.
The plot of the function (3.2) in In( £,/ T) and (1/T) coordinates is a straigth line
with the slope
AH*, K A4H°

Y="R TU+K R (3.3

and the intercept b,

45*
by = In(k/2nh) + == (3.4)
if the following formula ,
din(K) __AH 5.5)
d (1/T) R
has been applied. 4 H® is the enthalpy of the reaction (3.1).
The maximum excess attenuation per wavelength p, can be expressed as
n AV n AV: K
Hm (A" + [4]) = (3.6)

= — *——-‘———C,
28 RT 28 RT (1+ K)?

where f is the adiabatic compressibility, 4 V is the isentropic change of volume which
accompanies the transition from the state A4, to state 4,. [4,] and [4,] are the molar
concentrations of molecules being in both the states, C is the total molar concentra-
tion, 4V is related to 4 Vy, the isothermic change of volume, by the relation

AV, = AVT—%AH", 3.7)

P
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where p denotes density, @ is the -expansivity and C, is the specific heat under
constant pressure. In the In(u,,fT) and 1/T coordinates, the plot of equation (3.6) is
a straigth line if the very weak temperature dependencies of 4 ¥ and C are neglected.
The slope a, of this line is equal to

AH® K—1
= iy 3.8
ET TR P R
The inercept b, is
TAV?:
b,u = ln [5 R C:' . (3.9)

In order to calculate the equilibrium constant K, equations (3.3) and (3.8) can be
combined into the following one

S

kT
*
——2nhexp(AS L/ R)

=exp[;(af+ ITIET““)} (1+K). (3.10)

From the ultrasonic measurements one can determine ay, a, and 45*, (eq.
(3.4)), and subsequently K.

Thus from the above mentioned dependencies, the values of the following
parameters can be calculated:4 S *, (Eq. (3.4)), K (Eq. (3.10)), AH" (Eq. (3.8.)), 4H,
(Eq. (3.3)), k., (Eq. (3.2)). Next, from these values one can determine:

the rate constant of the direct reaction

k[ =Kk_1, (3.11)

the free enthalpy of activation of the opposite reaction 4G ¥,
AG* = AH* —T4S8*,, (3.12)

the free enthalpy of activation of the reaction (3.3), 4G°,

AG°= —RTIK, (3.13)
the entropy of this reactions, 4.5°,
A8 = M ; (3.14)
T
the enthalpy of activation of the direct reaction, 4 H%,
AH% = AH "+ AH*,, (3.15)
the entropy of activation of this reaction, 4.51%, _
AS% =48+ A8%, (3.16)

and the free enthalpy of a activation of the direct reaction, 4G %,
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AG* = AG" + 4G*,. (3.17)

The modulus of the molar volume change which accompanies reaction (3.1) M Vsl
could be obtained by transforming Eq. (3.9)

1
| AV | = [Z—R éepr :| (3.18)

However, the error of this value is usually significant. Eq. (3.18) contains an
exponential function which exponent b, is not too reliable because of the long
extrapolation required. |V| can be determined more precisely from Eq. (3.19), which
results from the transformation of Eq. (3.6)

1+ K) ]l
le|=[2RnTﬁ( +K )#C]z (3.19)

In this case, as one can notice, it is necessary to measure the ultrasonic
absorption for different values of C to determine the ratio p./C.

For the tested solutions of «-CD and a surfactant, the kinetic and ther-
modynamic parameters of the low-frequency relaxation process, calculated from the
above formulas, are presented in Table 2 and Figs. 3-11.
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Fig. 6. Plot of jtm vs. C for the aqueous solution of 2-CD and sodium dodecy! sulfate. Temperature 25°C.

The results obtained suggest that the investigated relaxation process is due to the
penetration of the hydrophobic alkyl chain of the surfactant into the cavity of a-CD,
this being connected with the rearrangement of the inclision complex into a more
tight structure. The hydrophobicity of the alkyl chain increases with the length of its
chain. This allows for a deeper penetration of the surfactant chain into the
hydrophobic cavity of CD. This fact is confirmed by the observed increases of both
the rate constant k and the equilibrium constant K when the value of n increases.
The latter being rearranged into a more tight structure with a deeper built-in
surfactant molecule. This complex makes CD + surfactant association more stable
when the alkyl chain becomes longer. No low-frequency relaxation processes are
observed for sodium hexyl sulfate and sodium octyl sulfate. This means that the
above described complex does not occur in solution containing these surfactants.
This is due to the lower hydrophobicity of the shorter alkyl chains of these
surfactants which does not allow this chain to penetrate into the CD’s cavity.
Thus, the stability of this kind of association is very low.

There are several kinds of interactions between CD and the guest molecule:
hydrophobic interaction, polar interaction, steric interaction, hydrogen bonding,
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Table 2. Kinetic and thermodynamic parameters of the low-frequency relaxation process for the
aqueous solutions of a-cyclodextrin with sodium alkyl sulfates C,H,,,,0S0;Na at 25°C.

n ay by a, U [C-108 K 4AG° AH® A8°
| K! K™ m?*/mol kl/mol |kJ/mol |J/mol-K
F 10 -1706 15:73 -1007 218 30.2 -8.5 -9.0 -1.68
12 -1134 14.02 -1195 4.58 56.9 -10.3 -1.00 4.94
14 -762.3 12.83 -1352 | 5.94 99.4 -11.4 -11.5 -0.34
| ki 107 ] a6% AH?Y 48% | kao10° | 4G | AHY, A5% V.|
s’ | kJ/mol kJ/mol | J/mol-K st kI/mol | kJ/mol |J/mol-K | cm*/mol
3.83 29.8 13.8 -53.2 12.7 38.2 22.8 -51.5 7.0
4.94 29.2 9.3 -66.7 8.7 39.2 19.6 -65.7 13.8
5.54 28.8 6.2 -75.9 5.6 40.2 17.7 -75.6 20.5

the torsional energy of the CD ring and the release of water molecules with
high energies. Among these interactions, the hydrophobic and van der Waals
(polar + steric) interactions might be mainly attributable to the thermodynamic
parameters [44, 45]. _

The relatively very low value of 4S° and its increase with increasing n can be
caused by two competitive interactions. The increase of the length of the alkyl
chain causes a decrease of the van der Waals interactions between a polar head of
the surfactant and the hydroxyl groups at the edge of the CD molecule (45 < 0).
At the same time, the hydrophobic interactions of the more hydrophobic chain
with the cavity increase (4.5 > 0).

The decrease of 4 H°, when n increases, can be attributed to the increase in the
van der Waals interaction between the inner wall of the CD molecule and the alkyl
chain of the surfactant.

Experimental data confirms the conclusions mentioned above.

The results of measurements obtained by means of different methods [10, 12,
16, 31, 46] indicate an increase in the stability constants of association of CD and
the surfactants when the length of the carbon chain increases. The values of the
stability constants are significantly greater than those of K. This indicates that
K referes to one of the many steps that occurr in the complexation process [2].
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SHEAR ULTRASONIC INVESTIGATIONS OF POLYHYDRIC ALCOHOLS

M. WACINSKI
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40-006 Katowice, ul. Szkolna 5

R. PLOWIEC

Institute of Fundamental Technological Research
Polish Academy of Sciences
00-049 Warszawa, ul. Swigtokrzyska 21

The influence of the hydrogen bonds and the steric factor on the steady flow viscosity
(o) and the limited shear elasticity (G, ) of polyhydric alcohols have been investigated by
ultrasonic methods.

1. Introduction

Hitherto investigations showed, that the viscosity of liquids depends on the
frequency of shearing and decreases when the latter increases, i.c. a liquid behaves
as a non-newtonian one. When the frequency of shearing is sufficiently high, the
reaction of a liquid to the shearing stress may be viscoelastic or even elastic. To
determine the reaction of a liquid on shear stress, the ultrasonic methods are
irreplacable by other methods since they allow to generate the shear stress within
a broad frequency range (from 10* Hz to 10° Hz). It is possible to extend this range
up to 10 Hz when the frequency-temperature superposition method is applied. [1,
2]. For most of the liquids it is possible to determine the full relaxation curve, i.€, to
find the range of the viscous, viscoelastic and pure elastic reactions on shearing
stresses.

2. Theory

In shear ultrasonic measurements thé shear mechanical impedance is measured.
This value is determined as a reaction of a liquid on the shearing stress. The shear
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impedance (Z;) is the quotient of the shearing stress to the velocity of the particle.
For a solid this value is real and equal to

Zr=pCr=+/pCx, (1)

where Cr is the shear wave velocity, G, — the shear elastic modulus and p is the
density of solid.
The mechanical shear impedance of a liquid is complex and frequency dependent:

Z¥Hw) =/ pG* = (1 +j)/nfpn = Rr(w) + j Xr(w) (2
as G'(jw) = G'(w) + jG" (w)
Zi(w) = pG* = pG'(w) +jG" (v)) (3)

where  is the angular frequency and p the density of the liquid. There is a simple
relationship between the shear mechanical impedance, which is measured by
ultrasonic methods, and the components of the shear elastic modulus:
R:-X2 2R+ X
T T Gu (CU) - ; T
2RT? 2X:
=—7=wn, )
p
For a non-newtonian liquid, the real component (Ry) is higher than the
imaginary one and when the frequency increases also the shear elasticity of the liquid
does so. For very high frequencies of shearing the shear elasticity G’ reaches
limited value, G, while the viscosity decreases to zero:
N 1 _R; e
im G’ (0) = G =+— =—F lim G (w) = 0, (6)
w0 I p w0

s ]

G'(w) =

)

lirnOG'(w) =Gy=0 limoG” (w) =

where J,, is the shear compliance of the liquid.

The G, values are different for various liquids and characterize the molecular
structure of the liquid. This investigation is aimed at the determination of the relation
between G, and the molecular structure of alcohols which have two or three hydroxyl
groups in the molecule. The formulas of investigated alcohols are given in Table 1.

The value "“OH /n, in Table 1 is the number of - OH groups corresponding to
a carbon atom, and may be considered to be the concentration of H bonds. The last
column informs about the number of alkyl groups "CH,,"CH; "C;H,, present in
a molecule of the investigated alcohols.

3. Measurements

— The density of alcohols was measured by a pycnometer within the temperature
range 273 — 303 K. The temperature was stabilized better than+ 0.05 deg. and the
density was measured with an accuracy of + 0.02%,
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Table 1.
Alcohol Structural formula 'OH :n, No. of alkyl
investigated groups
Glycerol OH OH OH 2:3i(lal) 0
| | l
CH, CH-—CH,
Hexanetriol-1,2,6 OH OH OH 2:6(1:3) 0
D | \
CH, CH—CH,—CH,;—CH,-CH,
Ethanediol-1,2 OH OH 2:2.(01:1) 0
(Ethylene glycol) | |
CH, -CH,
Propanediol OH OH 223 (1:1,5) 1
| |
CH,—CH—CH, (-CHy)
Butanediol-1,3 OH OH 2:4(1:2) 1
| | (-CH3)
CH, CH, CH—CH,
Butanediol-1,3 OH OH 2:4(1:2) 2
I (-CHs)
CH;—CH—CH—CH;
Pentanediol-1,5 OH OH 2:5(1:2,5) 0
\ |
CH,—CH,—CH,—CH,—CH,
2-Methyl- OH OH 2:6(1:3) 3
pentanediol-2, 4 | (-CH;)
CH;—C—CH,—CH—CH,
I
CH;,
2-Ethyl- OH OH 2:8(1:4) 2
hexanediol-1, 3 | | (-C;Hs)
CH,—CH—CH-—CH,CH,—CH, (-C;Hy)

|
Cij

— A Hoeppler and an ultrasonic viscometer UNIPAN 304A were used for viscosity
measurements in temperature range 263 — 303 K. The stabilisation of temperature
was better than + 0.05 deg. and the values of the measured viscosity was
determined with an accuracy of 2%,

— The ultrasonic shear resistance (Ry) in the high frequency range, (350 — 1300
MHz) was measured by means of a Matec instrument at the IFTR Warsaw [, 2].
These measurements were performed in temperature range 218 —243 K + 0.1 deg.
The shear mechanical resistance was determined with an accuracy of + 10%.
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4. Results

4.1. Density

The densities of the alcohols under test confirm a linear dependence on
temperature according to the formula:

p=a+ bT. (7

This relation is shown in Fig. 1 and the values of the coefficients a and b are listed in
Table 2. The linear relationship between density and temperature allows to extrapolate

1.30 : : T : :
1 1 1 1 ]
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1 1 1 1
1 1 1 1
1 1 1] 1
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Fig. 1. The density of investigated alcohols as a function of temperature.

the density out of the measurement range. As shown in Table 2, the values of
coefficients a and b of the alcohols tested do not differ much from each other, while
the values of density increase in the following sequence:
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glycerin > glycol et. > hexanetriol -1.2.6 > propanediol -1.2 > butanediols -2.3
and -1.3 > 2-ethylheksanediol -1.3 > 2-methylpentanediol -2 4.

The numbers of -OH groups corresponding to one carbon atom in the molecule
and thereby the densities of hydrogen bonds are ordered in the same sequence. This
sequence of the densities may suggest an increasing compactness of the molecules. It
is also of interest that the lowest values of density have been found for 2-ethylohek-
sanediol -2.4, and 2-methylopentanediol -2.4, i.e. for the diols with relatively large
molecules but with a low density of hydrogen bonds. In this case the low densities
may be caused by an additional steric hindrance. This steric effect seems to be likely
because the molecules of both the diols contain the sizable rigid groups -CH, and
-C,H;s which may cause a lower compactness of the molecules.

4. 2. Viscosity

To present the relationship between viscosity and temperature, the Arrhe-
nius-Guzman formula is usually used:
E*
n= Aexp( RT) , ®)
where 7 is the viscosity, £* — the activation energy of viscous flow, R — gas constant,
T — temperature and 4 — a constant for a given liquid. However, the viscosities of the
liquids studied do not follow the Arrenius-Guzman formula, and the viscosity
temperature relation may by described by the logarithmic formula [5], [6]:

Inn =c+dT?, )

The viscosity-temperature relation is shown on Fig. 2.
The activation energy of viscous flow can be calculated with the formula:

. _ p[3(inn)
E = R[é(T")] (10)
o(lnn) . . . . .
where (T is the tangential coefficient of the function (9) which may be related

approxymately Arrenius-Guzman equation (8). The values of the activation energy
E* calculated for different temperatures are listed in Table 3. Both the density and
steady flow viscosity measurements were performed at the Institute of Chemistry of
the University of Wroclaw [3, 4].

4.3. Shear mechanical resistance

The shear mechanical resistance was measured within the frequency range
350 — 1300 MHz. The results at low temperatures allow to determine the values of
G» and the elastic region of the tasted liquids. A linear dependence of G, on
temperature was found according to the formula:

Gy =m—nT.
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Fig. 2. Viscosity of investigated alcohols as a function of temperature.

The coefficients m and » of this equation are given in Table 3.

The extrapolation of G to the lower temperatures makes the determination of
the glass transition temperature, T, possible. At that temperature the viscosity of
a liquid is equal to 10'> Pa - s [8]. It is usually assumed that all relaxation processes in
a liquid are locked up at the temperature 7, and the latter behaves as a solid. The
values of T, for investigated alcohols are given in Table 3. The linear dependence of
G, on temperature is shown in Fig. 3.

Issakovitch’s and Caban’s hole theory of very viscous liquids assumes the
existence of two phases in a liquid with different arrangements of the molecules. The
first phase consists of molecules in a pseudo-crystalline arrangement and the second
one, a disordered phase, is made of free molecules. This mixture of two phases is in
equilibrium at a given temperature and pressure. The ultrasonic wave, propagating
in the liquid, disturbs the equilibrium between this two phases. A new equilibrium is
reached by a diffusion processes after some time.
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Fig. 3. G, value of investigated alcohols as a function of temperature.

For a very high frequency the diffusion of holes is delayed in comparison with
the stress variations. This causes a velocity dispersion and an additional absorption
in the liquid. At the temperature T} the ordered phase diminishes and the longitudi-
nal modulus K, and shear modulus G, are equal to K, and 0, respectively. At the
temperature higher than Tj all the molecules are free of any limitations due to the
potential barrier, and the probability of any locations of a molecule is equal. From
the linear dependence of G, on temperature the values of the temperature T, and the
interlocking potential barrier U = KT, (k is Boltzman constant) may be calculated.

All this values are given in Table 3.

5. Summary

To show the correlation between the chemical structure and space arrangements
of molecules in the tested alcohols, the results may be divided into three groups



SHEAR ULTRASONIC INVESTIGATIONS... 455

a) glycerol, hexanetriol -1.2.6 and 2 ethylheksanediol -1.3 show the highest
viscosity, (9.40, 24, 2, 2, 36, Pas), the highest activation energy of viscous flow (69.9,
74.5, 78.4 kJ/mol), the highest values of the shear elasticity modulus G, (2.77, 1.95,
1.37 N/m* x 10°), and the lowest potential barrier.

In this group of alcohols large differences in the density of -OH groups
(hydrogen bonds) and in the spatial arrangements exist. For example glycol and
hexanetriol have any spatial arrangement of the alkyl groups, on the contrary,
2-ethylheksanetriol has big -C;H s and C;H; groups in a molecule, which are spatially
arranged,

b) butanediol -1.3, pentanediol -2.3, 2 methylpentanediol -2.4, i.e. diols with
hydrogen bonds density: 1/1, 1/2, 1/3 and an increasing amount of H bonds from
1 to 3. Also pentanediol -1.5 with H density bonds 1/2.5 and without alkyl groups.
In the temperature 273 K the values of viscosity (0.432. 0.498, 0.372, 0.442 Pa-s),
activation energy (54.6, 47.7, 52.4, 42.6 kJ/mol), and shear elasticity modulus G
(1.10, 1.19, 0.473, 0.239 N/m? x 10%), show moderate values. The glass transition
temperature T, for this alcohols is: 166K, 162K, 165K, 156K, respectively,
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c) ethanediol -1.2 and propanediol -2.3 are diols with the lovest viscosities
(0.052, 0.141 Pa-s) and the lowest activation energies (36.5, 36.0 kJ/mol). Their shear
elasticity modulus G, is 0.487 and 0.611 N/m? and the potential barriere are 2.73 10°
and 2.82 10° J/mol. They differ from each other in the — OH group density (1 : 1 and
2:3) and the number of methyl groups (0 and 1). Their glass transition temperature
is 146 K and 147 K, respectively.

Such division into three groups show the influence of —OH groups (hydrogen
bonds) and alkyl groups -CH,, -C,H;s or C;H; on the results of measurements. The
—~OH groups may create a big associates (clusters), which limit the rotation and
translation degrees of freedom of the molecules (i.e. the hydrogen bond model of
MADIGOSKY, MCDUFFY and LiToviTZ [9] [10].

The alkyl groups may block the free space in a cluster structure. This suggestion
is confirmed by other investigations of the elasticity and shear compressibility of
other mixtures of alcohols [11]. Larger deviations of the compressibility for glycerol
-2 methyl-pentanediol-2.4 mixture than for glycerol-butanediol -1.3 were found in
this mixtures.

As regards the activation energy of viscous flow at T; the activation energy for
glycerol, ethylene glycol, propanol and both butanediols are 24 — 26 kJ/mol, for
hexanetriol and pentanediol 34 kJ/mol, and for 2-ethylhexanediol -1.3 and 2 met-
hylopentanediol -2.4 this value is 42.5 kJ/mol.

Thus it can be concluded that the lowest activation energies E* have been found
for alcohols with the highest density of —OH groups and a week space structure. In
contrary, the highest values of E* have been found for diols with branched carbon
chains and with a low hydrogen bond density. At the temperatures close to 7, when
the ordered phase diminishes, the steric factor becomes more important.

In the case of hexanetriol -1.2.6 and pentanediol -1.5 i.e. the alcohols with long,
and unbranched carbon chains (without side alkyl groups) and with low -OH groups
densities, the relatively high value of the activation energy may be explained by
a strong association through intermolecular hydrogen bonds.

This suggestion is in agreement with earlier results concerning the influence of
electrolytes on the structural and viscoelastic relaxation of heksantriol [4]. It was
found that the electrolyte has only a week influence on the size of the clusters (i.e.
there are weak effects of structural solvation). It means that the association limits
the range of the influence of the electric field of ions.

The effect of joining the relatively long carbon chains (interlocking effects) can
be the other factor that causes the increase of the activation energy [12] [13].

6. Conclusion
The results of this investigations confirm the correlation between the chemical

structure and spatial arrangement of polyhydric alcohols and their reaction on shear
ultrasonic strain in the viscous range (viscosity, activation energy) and elastic range
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(shear elastic modulus). The results are in agreement with earlier results of
investigation of alcohols and electrolyte solutions, according to that the concent-
ration of hydrogen bonds correlates with the reaction on shear stress [14-20].
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100 th AES Convention in Copenhagen

Audio Engineering Society Conventions are organized regularly on a worldwide
scale twice a year. The Spring Conventions in Europe are detoned with subsequent
even numbers, while the Fall Conventions in America — with odd ones. All AES
Conventions, apart from other more specialized meetings, such as e.g. AES
Conferences, separately numbered, bear a specified character. They are, first of all,
organizational meetings of the AES-Board of Governors with the Region- and
Section-Officers, and Members of numerous AES Committees, as well of the
Headquarters and Regional Offices. All members comming from various countries
work together intensively during the Convention days, taking adventage of the
direct personal contacts and opportunity for discussion.

It should be noticed here that the AES, although registered in its actual legal
stature in the USA in 1955, was founded already in 1948 and had started its broader
activities with First Convention held in New York City in 1949. The AES soon
became a true international society. Actually, there are 92 AES Sections all over the
World, 48 being in the USA. All AES Sections are grouped into seven AES Regions:
three in North America (USA and Canada), three in Europe, and one for Sections
situated in other parts of the World. So much of the general information about AES
on the occasion of its jubilee Convention.

The 100 th Convention held at the Bella Center in Copenhagen, on May, 11 to
14, 1996 was, due to its “rounded” number, the Jubilee event for the AES, and so it
was treated by the Danish Section Organizing Committee. Thanks to its initiatives
a major historical landmark was achieved with this Convention. The number of
submitted papers was the greatest ever received by the AES Convention and after
selection 155 were chosen for presentation; up to three parallel sessions were
organized in order to accommodate them. The number of workshops was also
greater than ever. It should be added that Copenhagen was declared for the year
1996 the Cultural Capital of Europe, which contributed to the attractiveness of the
Convention due to the number of accompanying events in the City, which were very
interesting for the visitors.

The texts of 132 papers were edited as AES Preprints, prior to the debates. It
may be worth mentioning that further 35 papers submitted were rejected by the
Papers Chairmen, which proves the quality requirements were kept on a high level.
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The most spectacular achievement of the convention was the huge exhibition,
where more than three hundreds of the World leading enterprises, active on the
pro-audio market, presented their latest products. Only one exhibitor from Poland
participated therein (TOMMEX). The exhibition attracted numerous visitors from
all over the World of course, Although the total attendance was reported to be
around 7500, i.e. about one thousand less than during the 98th Convention in Paris,
last year, the quality of participants and their professional interests were assessed as
highly satisfying.

The scientific part of the Convention was organized into 20 sectional debates
devoted to the following subjects:

Architectural Acoustics & Sound Reinforcement (Pt. 1, II),

Musical Instuments Acoustics & Electronic Music,

Psychoacoustics, Hearing & Hearing Instruments (Pt. I, 1),

Music Induced Hearing Impairment,

Transducers (Pt. I, II),

Recording & Reproduction Systems,

Audio in Broadcasting, Production Techniques & Transmission,

Signal Processing (Pt. I, II, III),

Perceptual Coding (Pt. 1, II),

Multichannel Sound Systems & Multimedia,

Wave Field Synthesis in Audio Applications,

Auralization & Virtual Reality,

Measurements & Instrumentation (Pt. I, II).

The content of the workshop sessions was more diversified than ever. The
following topics were presented (among others):

— Safeguarding the Audio Heritage for the Future,

~ The Interaction of the Visual and Auditory Senses,

— Audio and Video Carriers, Technical and Organization Aspects,

— Use of Miniature Microphones in Theatre and Television,

— Perceptual Encoding: Subjective and Objective Methods of Evaluation,

- High Resolution Audio Mastering,

— Multichannel Sound Production Techniques,

— The digital Broadcasting House of the Future.

The last workshop was repeated many times and demonstrated at the special
stand built at the Convention site as well as in the House of the Danish Radio in
Copenhagen. The Danish Radio already implemented its DAR (Digital Audio
Broadcasting) system and has it fully operational.

The participation of the Polish AES Section members and other Polish attendees
was remarkable. Thirteen papers (i.e. ca. 10% of the total number) were published in
Preprints, and read discussed during the session debates. They were written by 19
authors, or coauthors, coming from: Gdansk (9), Wroclaw (8), Warszawa (1),
Poznan (1). A numerous group of students (41 — mostly from the Gdansk TU)
participated, first of all in workshop sessions. There were altogether over 150
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persons from Poland. They took adventage of many cultural and social events which
were available during the Convention period, and, besides, they had an excellent
oceasion to visit the beautiful City of Copenhagen in May.

The numerous participation of the Poles was possible thanks to the relatively
cheap and easy sea-transport do Denmark, offered by the Polish Maritime Ferry
Lines, between Swinoujscie and Copenhagen. Despite stormy weather and rough
sea during the forth-trip, which, may be, enriched the impressions of some
of the participants, the whole outcome of the Polish participation in the 100th
AES Convention, similar to the several previous ones, may be summed up
as a successful one.

To end — some useful information about future AES Conventions. The 101st will
be held in Los Angeles, November, 8-11, 1996. The 102nd — in Munich, March,
22-25, 1997. Further Convention sites are still under discussion.

Marianna Sankiewicz

As an enclosure to this Chronicle a list of papers published by Polish authors
during the 100 th AES Convention is quoted below.

A. Czyzewski, P. Skorka ,Modifications of the Auditory Feedback Loop Hearing and Speech Produc-
tion” (Preprint 4148).
A. Czyzewski, A. Lorens ,, Testing some DSP Algorithms for Hearing Aidsand Cochlear Implants”

(Preprint 4149)
M. I. Kin ,,Perception of Amplitude Modulation in Harmonic Complexes™ (Preprint 4151)
T. Janeczko ,,Synthesis of Complex Audio Spectra by Computer Simulation of Chua’s
Circuit” (Preprint 4168)
B. Kostek, M. Szczerba ,,MIDI Database for the automatic Recognition of Musical
Phrases” (Preprint 4169)

S. K. Zielinski ,,Digital Waveguide Modelmg versus Mathematical Modeling of Organ Flue Pipe”
(Preprint 4170)
M. Sankiewicz, G. Budzyriski ,,Analysis of Dissonances in Carillon Chords” (Preprint 4172)
B. Kostek, A Wieczorkowska ,,Study of Parameter Relations in Musical Instruments Patterns”
(Preprint 4173)
R. Kroélikowski ,,Noise Reduction in Old Musical Recordings Using the Perceptual Coding of audio”
(Preprint 4180)
M. Niewiarowicz ,, The Analysis of spatial Distribution of Signals Emitted by a Loudspeaker-system™
(Preprint 4182)
A. Dobrucki, P. Pruchnicki, B. Zoltogorski ,,Computer Modeling of Loudspeaker Vibrating System”
(Preprint 4207)
K. Basciuk, S. Brachmanski ,,Relation between Logatom Intelligibility and SNR Enhaced speach™
(Preprint 4218)

C. Szmal ,,Subjective Evaluation of Sound Recordings versus Sound Spectra™ (Preprint 4239)




13th FASE SYMPOSIUM
on Hydroacoustics and Ultrasonics
Jurata 12-16 May 1997

We are pleased to inform you that the XII-th FASE Symposium will be held in
Jurata in May 1997. Jurata is placed on the Hel Peninsula 100 km from Gdansk. The
Hel Peninsula is quite unusual as it is 35 km long and only 300 m wide at the base.
After Jurata it gradually broadens and reaches about 3 km. Nice, sandy beaches and
ferry connection with Gdansk or Gdynia make it a tourist attraction.

Organizers

The Symposium is organized by the Acoustical Committee of the Polish Academy of
Sciences, the Polish Acoustical Society, the Naval Academy in Gdynia in co-
operation with the Technical University of Gdansk.

Technical programme

The main areas of the Symposium are hydroacoustics and ultrasonic technique. The
topics include: acoustic noicse, underwater propagation in sea, underwater acoustic
systems and devices, signal processing, nonlinear acoustics, ultrasonic transducers
and arrays. Papers in the acoustics, ultrasonic transducers and arrays. Paper in the
areas covered by the Symposium and similar tipics are welcome. The papers will be
published in the “Proceedings of the XI1Ith FASE Symposium”.

The Symposium will include plenary lecture sessions, contributed and invited paper
sessions, poster sessions and exhibition.

Address of the Organizing Committee

prof. Eugeniusz Kozaczka
Akademia Marynarki Wojennej
ul. Smidowicza 71
81-919 Gdynia
Poland

fax: (+ +48-58) 25 48 46
e. mail: amw beta.nask.gda.pl
tel.: (+ +48-58) 26 28 72, 26 28 68



